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SYLLABUS

UNIT-I

 Polar coordinates of a point and polar curve. Angle
between the radius vector and the tangent at a
point on the curve. Angle of intersection of two
curves. Polar and pedal equation of the curves. Polar
sub-tangent and polar sub - normal. 12 hours

UNIT-II

 Derivative of arc length, Curvature, Radius of
curvature in Cartesian, Parametric, polar and pedal
forms. Centre of curvature. Evolutes and Involutes.
12 hours



SYLLABUS
UNIT-III

 Limits, continuity of functions of two
variables. Partial derivatives, higher order
partial derivatives, total derivatives and total
differentials, Homogeneous functions, Euler’s
theorem on homogeneous functions.
12hours

UNIT-IV

 Reduction formulae for integration of sinnx,
Cosnx, tannx, cotnx, secnx, cosecnx, sinnxcosnx,
xneax and xm(logx)n. 12 hours



SYLLABUS
UNIT-V

 Sphere: Equation of a sphere, section of a sphere by

a plane, Equation of a sphere through a circle,

Equation of a sphere through two given points as

ends of a diameter. Equation to a tangent plane of a

sphere, Condition for tangency, Orthogonality of

two spheres.

 Cone: Equation of a cone, enveloping cone of a

sphere, Right circular cone.

 Cylinder: Equation of cylinder, enveloping cylinder

of a sphere, Right circular cylinder.

 12 hours
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COURSE OUTCOMES OF THE PAPER

Able to find differentiation of polar curves, angle between

two polar curves and pedal equation for all type of curves.

Able to determine formula for curvature, evaluate and

application of curvature in construction of lenses. Concavity

and convexity and points of inflexion.

Able to find limits, continuity of functions of two variables.

Partial derivatives, higher order partial derivatives, total

derivatives and total differentials, Homogeneous functions,

Euler’s theorem on homogeneous functions.

Recognize to determine given equation represents sphere,

Cone and Cylinder and gain the knowledge properties of

these 3-D figures.
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Function of two variables
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 Neighbourhood of a point (a, b):

Basic Definitions   



Dr. M.M. Shankrikopp

 For example: If Niapni is the centre place
i.e like (a, b) and be distance 5 kms. Then
set of all villages which are within 5 kms is
called nhd. of Nipani i.e they are neighbours
of Nipani. i.e Lakanapur, Yamagarni, Chikli,
Stavanidhi etc. are in nhd. of Nipani where as
Galataga is not.

i.e collection of all neighbouring villeges of
Nipani is callled Nhd. of Nipani.

Then what are the neighbouring cities of
Nipani?

Answer for this?
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Basic Definitions





Limit of function of two variables





EXAMPLES
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CONTINUITY OF FUNCTION OF TWO VARIABLES



Geometrical meaning of continuity of f(x,y)

Now z = f(x,y) is surface and it is continuous 
mans it has no hole on its surface.

For example:



Examples on continuity
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Higher order Partial Derivatives





Higher Order Partial Derivatives

 If the partial derivative of the function is

again continuous function we can go for

next derivative. So it is possible to take

the partial derivative of a partial

derivative.This is just like getting second

derivative of f(x).

 The higher order partial derivatives for

a function of two variables are defined

as follows.







Symmetric functions and partial 

derivatives of such functions



EXAMPLES





PUZZLE
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Meaning:

When producers or manufacturers open 

different shops in different  places or streets, 

then those shops are called Branches.

Manufacturers office or producers office is 

called Head Office or Main Office.

2



Types Of Branches:

1) Foreign Branch

2) Inland Branch

1) Foreign Branch:

When the Head Office and Branches are in 

different countries then it is called Foreign 

Branch.

3



2) Inland or Home Branch:

When the Head Office and Branches are in 

the same country then it is called Inland or 

Home Branch.

Types of Inland or Home Branch:

i) Dependent Branch

ii) Independent Branch

4



Dependent Branch:

It is a branch which is mainly depending 

upon the head office for each & everything. 

It has to receive the goods from head 

office, cash for expenses etc. it has no 

power to purchase the goods from 

outsiders. Even it has no power to retain 

the cash.

5



Futures of Dependent Branch:
1. Head Office maintains record of all transactions in 

respect of each branch.

2. All the requirements of branches are met by Head 

Office and branches are not allowed to make 

outside purchase.

3. Goods may by supplied by Head Office either at 

cost or invoice price.

4. All the expenses of branch are directly paid by 

Head Office.

5. All the petty expenses are paid by branch manager 

out of advance petty expenses sanctioned by H.O.

6. Generally branch may instructed to sell goods for 

cash or sometimes on credit basis also.

7. Branch should remit daily collection of the cash 

immediately to H.O. 
6



Journal entries in the books of Head Office:

1) When the goods sent to Branch.

Branch A/c---------------------Dr

To Goods sent to Branch A/c.

2) When the goods returned by Branch.

Goods sent to Branch A/c-------------------Dr

To Branch A/c

7



3) When Branch Expenses paid.

Branch A/c--------------------------Dr

To Cash A/c or Bank A/c

4) When Branch Sells goods for cash.

Cash A/c-----------------------------Dr

To Branch A/c

8



5) Branch Sells goods on credit.

No entry

 Note:

The transaction in between Branch & Branch 

Debtors are not appearing in the books of 

head office.

Credit sales, Goods returned by customers, 

Bad debts, Discount allowed to customers 

etc. are the transactions in between branch 

and branch debtors. Hence these items are 

not appearing in the books of head office.

9



6) When cash collected from Debtors.

Cash A/c---------------------------Dr

To Branch A/c

7) When there is profit

Branch A/c------------------------Dr

To  General P&L A/c

10



8) When there is loss.

General P&L A/c-----------------Dr

To Branch A/c.

11



Dr            Branch Account               Cr
PARTICULARS RS PARTICULARS RS

To Opening stock

To Opening Debtors

To Opening Petty  cash        

To Opening value of Assets       

TO Goods sent to Branch  

To cash/Bank A/c

Salaries                     xxx

Rent                          xxx

Stationery                xxx

XXX

XXX

XXX

XXX

XXX

XXX

By  opening creditors

By goods sent to Branch

(Return)

By cash collected( Cash 

sale)

By cash collected ( From 

debtors)

By closing value of Assets

By General P&L A/c

xxx

xxx

xxx

xxx

xxx

xxx

12



To cash 

( cash sent for petty cash)

To closing creditors

To General P&L A/c

(Profit)

xxx

xxx

xxx

_______

_XXX__

_______

_XXX

13



Note:

The following items are not appearing in 

Branch Account:

1) Credit sales, Bad debts, goods returned by 

customers & discount allowed to customers.

2) Petty expenses.

3) Depreciation on Asset. 

14
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Business Law or Mercantile Law
Introduction:

Man is a social being. He lives in society with his
fellow beings. When living so, he has to observe a
code of conduct or a set of rules for peaceful living
and welfare of the whole society.

These rules of conduct, when recognised by the
State and enforced by it on people are termed as
Law.

Such law is not static. It changes when
circumstances and conditions in the society change.
Law is therefore dynamic.



Need for the Knowledge of Law:

• Ignorance of law is not an excuse. Though it is not
possible for a common man to learn every branch
of law, yet he must know at least the general
principles of the law of his country.

• Knowledge of Mercantile Law or Business Law is
essential to people engaged in various economic
and commercial activities i.e. business activities.

• The general knowledge of mercantile law will
certainly help businessmen to solve their
business problems and avoid conflicts with
others.



Meaning and Scope:
• The term ‘Mercantile or Business Law’ may

be defined as that branch of law which deals
with the rights and obligations arising out of
mercantile or business transactions between
businessmen.

• It consists of those rules that govern and
regulate trade, commerce and industry. It is
one of the important branches of Civil Law.
Mercantile law is also known as Business Law.



• The scope of mercantile law is very wide and
varied. It includes law relating to contracts,
partnership, companies, sale of goods,
negotiable instruments, carriage of goods,
insolvency and arbitration and applies not
only to businessmen but also to bankers and
other professional men as well as to common
people. Hence it is also known as Business
Law.



Law of Contract
Introduction:

• Law of Contract is one of the most important
branches of mercantile law. It is the foundation of
modern business.

• In business, promises are made at one time and
are performed at another time. To see that the
promises made are duly performed by the parties
to the Contract and to carry on the business
smoothly, the law of Contract came into force.

• The law of Contract lays down the rules relating
to promise, their formation, their performance
and their enforceability.



Indian Contract Act 1872

• It determines the circumstances in which
promise made by the parties to a contract
shall be legally binding on them.

• All of us enter into a number of contracts
everyday knowingly or unknowingly.

• Each contract creates some right and duties
upon the contracting parties. Indian contract
deals with the enforcement of these rights
and duties upon the parties.



Meaning of Contract:

• According to Section 2(h) of the Indian
Contract Act 1872, “A contract is an agreement
enforceable by law”.

• According to Fredrick Pollock, “Every
agreement and promise enforceable by law is a
contract”.

• A contract is legally binding agreement
between two or more persons.

• A contract is an agreement between two or
more parties which is enforceable at law.



From the above definitions, a contract 
essentially consists of two elements:

1. an agreement and

2. its legal enforceability i.e. legal obligation.



1. Agreement: 

• An agreement is defined as “every promise
and every set of promises, forming
consideration for each other.” [(Sec 2.(e)].
Thus it is clear from this definition that a
promise is an agreement. Sec. 2(b) defines. “A
proposal, when accepted, becomes a
promise.”

• Thus, an agreement means an accepted 
proposal.



• Therefore, to form an agreement, there must 
be a proposal or an offer by one party and its 
acceptance by the other party.  An agreement 
has two main characteristics.

a. Plurality of Persons: There must be two or
more than two persons to make an
agreement, because one person cannot enter
into an agreement with himself.

b. Consensus-ad-idam: Both the parties to an
agreement must agree upon the subject-
matter of the agreement in the same sense
and at the same time.



2. Legal Obligation:

• An agreement which creates a legal obligation 
between the parties becomes contract. If an 
agreement cannot create a legal obligation 
i.e., a duty enforceable by law, it is not a 
contract.

• Therefore, agreements of moral, religious or 
social nature are not contracts because they 
do not create any legal obligation.



• Examples: A promise to attend Pooja ceremony 
or dinner at your friend’s house is not a contract 
and failure to attend will not create any legal 
obligation.

• An agreement to buy a horse at Rs. 500 is a 
contract because it gives rise to legal obligation.

• Thus, there are various kinds of agreements but 
all these agreements are not contracts. “Only 
those agreements which are legally enforceable 
by law ad which therefore create legal obligation 
on the parties concerned constitute contracts.



Indexation means converting purchase 
cost of the asset in to its present cost by 
using index number for inflation.

Note: Index is not applicable for 
debentures, bonds and   depreciable   
assets,   whose    written down   value 
is given in the problem.



Indexed cost of acquisition means the cost of 
acquisition which bears to CII for the year of 
sale, which bears to CII for the year of 
purchase.

Indexed  cost of acquisition =

Cost of acquisition X CII for the year of sale

CII for the year of  Purchase or CII for 2001-02



Index cost of improvement means an 
amount or cost of improvement bears to 
CII for the year sale which bears to CII 
for  year of Improvement.

Index cost of Improvement =

cost of improvement X CII for the year of sale
CII for the year of   Improvement

Note:

CII= cost Inflation Index



1. If any assets before 1-4-2001, the cost of 
acquisition or fair market value whichever is 
higher is taken as cost of acquisition.

2. Improvement cost before 1-4-2001 is ignored.

3. Cost Inflation Index is not applicable for 
debenture, bonds and depreciable assets 
whose written down value is given in the 
problem.

4. Index is not applicable to short-term capital 
gains. 



Calculation of business income and capital gain:

Particulars Amount

Sale proceeds of converted capital asset

Less: Fair market value of converted capital asset

on the date of conversion

Business Income

Fair market value of converted capital asset

Less: Cost of acquisition for STCG or

Index cost of acquisition for LTCG

CAPITAL GAINS

XXX

XXX

XXX

XXX

XXX

XXX



1. Long-term capital gains on residential house 
invested in the residential house u/s 54:

Any long term capital gain arising from the 

transfer of a residential house and invested in 
another residential house is exempt from tax 
subject to the following conditions:

A. The income from such house property is taxable 
under the head income from house property.

B.  The   house   property   should   be held for at least 
three years before its transfer



C. The assessee should purchase a new 
residential house within a period of one 
year before or two years after the date of 
transfer or construct a new residential 
house within a period of three years after 
the date of transfer.

D. If the assessee has not purchased or 
constructed a new residential house, he 
must deposit the amount of capital gain 
in a specified scheme called “Capital 
Gain Account Scheme” (CGAS)



Amount of exemption u/s 54:

Cost of new residential house: xxx 

Amount deposited in CGAS:   xxx

xxx

OR

Long term capital gain       xxx

Whichever is less                  xxx   



Any capital gain arising from the transfer of agricultural 
land is exempt from tax subject to the following 
conditions:

a. The land must have been used for agricultural purpose 
for at least two years before the date of transfer either by 
assessee or his parents.

b. Assessee   must   purchase   a new agricultural land 
within two years from the date of transfer.    

Amount of exemption:

Cost of new agricultural land (CGAS) or capital gain 
whichever is less.



Any capital gain arising  from the compulsory 
acquisition land and building exempt from 
tax subject to the following conditions:

a.  The property acquired is land and building 
forming part of industrial undertaking.

b. The asset must have been used for the purpose 
of business for at least two years immediately 
preceding the date of transfer.



c. Assessee should purchase new land 
and building for establishing another 
industrial undertaking, shifting or re-
establishing the existing undertaking 
within a period of three years from the 
date of transfer.

Amount of exemption:

Cost of new land and building (CGAS) 
or capital gain whichever is less.



Any long –term capital gain is exempt from tax subject 
to the following conditions.

A.  The amount should be invested in long-term specified 
bonds within 6 months from the date of transfer.

B.  Specified bonds redeemable after three years issued by:

1. National Highways Authority of India (NHAI)

2. Rural Electrification Corporation Ltd (REC)

Amount of exemption:

Amount invested in bonds (CGAS) or capital gain or 
maximum Rs.50,00,000 whichever is less.



5.  Long-term capital gains other than residential 
house invested in residential house: sec 54F:

Any long-term capital gain other than residential 

house being invested in residential house is 
exempt from tax subject to the following 
conditions:

1.  The long-term capital gain should be the gain 
other than residential house.

2. Assessee should purchased a new residential 
house within a period of one year before or two 
year after the date of transfer or construct a new 
residential house within a period of three years 
after the date of transfer



3. The assessee should not own more 
than one residential house property on 
the date of transfer.

4. The assessee should not purchase 
within a period of one year or construct 
within a period of three years any 
residential house other than the new 
house.

5. The new residential house should not 
be sold within a period of three years 
from date of acquisition.



Amount of exemption: Sec. 54F
Long term capital gain X cost of new house (CGAS)

Net consideration



6.  Capital gains on shifting of industrial 

undertaking invested in new industrial 

undertaking in other than urban area: sec 54G:

Any capital gain arising from the 
transfer of machinery, plant, land 
and building is exempt from tax 
subject to the following conditions:

1. Transfer of industrial undertaking 
should be any area other than an 
urban area.



2.  The assessee within a period of one 
year before or three yearly after the 
date of  transfer should purchase plant 
and machinery , land and building or 
construct a building and complete 
shifting to the new area.

Amount of exemption:

Cost of new plant, machinery, land and 
building (CGAS) or capital   gain   
whichever is less.



7. Capital gain on shifting of industrial 
undertaking invested in new industrial 
undertaking in Special Economic Zone (SEZ) 
Sec:54GA:
Any capital gain arising from the transfer or shifting to 
SEZ is exempt from tax subject to the following 
conditions:

1.  The transfer of industrial undertaking should be to 
any SEZ

2.  The assessee within a period of one year before or  
three years after the date of transfer should purchase 
plant and machinery and building or construct a 
building in SEZ

Amount of exemption:

Cost of new asset (CGAS) or capital gain whichever is

less.



8. Extension of time limit for acquiring new asset:   
sec 54H

In case of compulsory acquisition of any 
asset under any law, the date of transfer is 
not considered for calculation of capital gain. 
The date of transfer is the date on which the 
assessee receives the compensation. In the 
view of this provision the period of making 
investment or acquiring the asset 
commences only from the date of 
compensation and not from the date of 
transfer of original asset. 



How do you treat advance money received and 
retained by the assessee?

If advance money received  is forfeited on or 
after 01-04-2014 it will be taxable as “ Income 
from other sources”.  But for advance money 
received is forfeited before 01-04-2014, it shall 
be deducted from cost of acquisition.



?



CONSIGNMENT ACCOUNTS



Introduction:

When the owner of a business opens different 
shops in different cities or in different streets, 
in that time to look after those shops he will 
appoint some persons, who are called agents. 
Thus there will be an agreement between the 
owner and agent, that agreement is called 
consignment.



Meaning: 

Consignment means “One person sends the 
goods to other persons to be sold on 
commission basis, on behalf of and at the risk 
of the sender of the goods”.

The agreement between consignor and 
consignee is called consignment.

The main object of such transactions is to 
increase sales.



Consignor:

The consignor is a person who sends the 
goods to be sold on his behalf and at his risk 
on commission basis.

He is the owner of the business. The goods so 
sent are called ‘consignment outwards’.



Consignee:

The consignee is a person who receives the 
goods to be sold on behalf of and at the risk of 
the sender on commission basis . The goods 
so received are called ‘consignment inwards’. 
He is the agent of the consignor.



Differences between consignment and sale:
Point of 

distinction

Consignment Sale

1) Transfer of 

ownership

Ownership of the goods is not 

transferred from the consignor 

to the consignee.

Ownership of goods is 

transferred from the seller to the 

buyer.

2) Relationship 

between the parties

The relationship between the 

consignor and the consignee is 

that of the principal and agent

In case of credit sales the 

relationship between the seller 

and the buyer is that of creditor 

and debtor

3) Physical transfer 

of goods

It is must It is not compulsory

4) Transfer of risk The risk relating to the goods 

lies with the consignor until 

they are sold by the consignee

The risk relating to the goods 

passes to the purchaser

5) Bearing the 

expenses

The expenses incurred on goods 

are to be borne by the consignor

The expenses incurred on goods 

are borne by the purchaser

6) Right to call the 

goods back

Consignor can call back the 

goods as he is the owner

Seller cannot call back the 

goods once sold to the buyer



Commission: 

Consignee is an agent of his principal (i.e. 
consignor) & is entitled to a commission as 
remuneration for selling the goods on behalf of 
the consignor. Such commission is calculated 
generally on the gross sale proceeds of the 
goods. Some times it may be agreed to allow the 
commission on the invoice price of the goods 
sold and also on the excess amount realized over 
and above the invoice price or on the net profit 
made by the consignor.



TYPES OF COMMISSION TO THE CONSIGNEE:

A. Ordinary commission: It is the usual commission 
given to the consignee for sales made by him. 
Unless otherwise agreed upon this commission is 
calculated on the gross sales made by the 
consignee.

B. Del credere commission: It is an extra commission 
given to the consignee in addition to the usual 
commission for collection of dues from the 
customers or debtors.



Treatment of Bad debts:

When del-credere commission is allowed to 
consignee, the consignor need not worry about 
the bad debts, which is transferred to the 
consignee. Therefore, when the consignee is 
getting del credere commission, if there is any 
loss on account of bad debts that loss must be 
suffered by the consignee himself. When the 
del-credere commission is not given to the 
consignee, then the loss on account of bad 
debts to be suffered by consignor himself.

This commission is also calculated of gross sale 
proceeds unless otherwise it is stated in the 
problem.



C. Overriding commission: 

It is also an extra commission given to the 
consignee in addition to the usual commission 
and calculated of gross sale proceeds. The 
purpose of giving such commission is to induce 
the consignee to sell the new products in the 
market.



• Performa invoice:

It is a statement prepared by the consignor and 
sent to the consignee. It contains the details of 
quantity and quality of goods sent, the price of 
goods, expenses incurred by the consignor etc.

• Account sales:

It is a statement prepared by the consignee and 
sent to the consignor. It contains the details of 
the quantity and quality of goods sold (cash and 
credit), price of sale; less expenses incurred by 
consignee, his commission, any advance sent to 
consignor and the balance due to consignor.



VALUATION OF CLOSING STOCK OR CONSIGNMENT STOCK:

Usually the consignee will not in a position to 
sell all the goods that he has received from the 
consignor. Thus, some stock will be left with the 
consignee, which is called closing stock.

The closing stock can be valued as follows:

Cost price or market price of closing stock 
whichever is less      XXX                                              

Add: Proportionate non- recurring expenses XXX

Value of closing stock XXX



Proportionate non-recurring expenses =

Total NRE X Closing Stock units

Total units



Consignment expenses: 
Consignment expenses may be classified into two 
groups:

a. Non-recurring expenses and 
b. Recurring expenses
a. Non-recurring expenses: Non-recurring expenses 

are those which are paid on the whole 
consignment only once.
These are expenses which are paid from the time 
the goods are being sent by the consignor till the 
time the consignee brings them to his place. 
Non-recurring expenses are those expenses that 
are paid from the place of the consignor to the 
place of the consignee and not further.



All the expenses paid by the consignor and 
consignee outside the godown of consignee are 
called non-recurring expenses.

Examples of NRE:

I. Non-recurring expenses paid by the consignor:

1. Packing

2. Carriage or cartage

3. Dock dues or import duty

4. Landing charges

5. Freight 

6. Insurance for transporting goods

7. Octroi and loading charges



II. Non-recurring expenses paid by the consignee:
1. Unloading charges

2. Dock dues

3. Octroi

4. Carriage charges to his place

5.Customs duty or import duty



b. Recurring expenses: 
Expenses incurred after the goods have reached the place of the consignee or godown 
of the consignee are called recurring expenses.

I. Recurring expenses paid by the consignor:
1. Bank charges for discounting bills, drafts, and cheques received from the consignee
2. Expenses incurred on damaged goods received

II. Recurring expenses incurred by the consignee:
1. Warehouse charges
2. Insurance on godown
3. Brokerage
4. Auction room expenses
5. Adverting
6. Salary and commission to salesman
7. Bad debts and discount
8. Expenses on goods returned
9. Expenses on damaged goods
10. Commission to consignee
11. Selling expenses
12. Rent on godown etc.



Note: Consignee does not buy the goods, but 
he undertakes to sell them on behalf of 
consignor. Whatever the consignee does is on 
behalf of the consignor and therefore the 
consignor must reimburse the consignee for 
his expenses unless otherwise agreed upon.



CONSIGNMENT LOSSES:
When the consignor sends goods to the consignee sometimes a portion of 
goods is lost either in transit or after they reach the consignee.
There are two types of consignment losses:

1. Normal Loss &
2. Abnormal Loss
1.    Normal Loss:

When the consignor sends goods to the consignee or when the consignee 
stores the goods in the godown, in that time there may be leakage, 
evaporation, driage etc. Due to that there will be some loss which is called 
normal loss. 

The normal loss is allowed. The normal loss is suffered by good units. It 
means, the cost of the total goods will be treated as the cost of the goods 
available for sale. The normal loss will not come in the consignment 
account. But while valuating, the closing stock only the units of normal loss 
are to be taken in to consideration.
Normal loss is a loss which is unavoidable loss due to the inherent nature of 
the goods.



2. Abnormal Loss:

Accidental loss or loss due to negligence is 
called abnormal loss. The abnormal loss is 
unexpected loss and which goes beyond the 
control of the businessman.

Abnormal loss is caused accidentally due to 
reasons such as fire, accident, theft, breakage, 
flood, earthquake, war etc.

Abnormal loss does not depend upon the 
nature of the goods and it can be avoided. 
This is also called accidental loss arising from 
carelessness and improper handling of the 
goods. 



This loss can be calculated as follows:

Calculation of Abnormal Loss:

Cost price of abnormal loss units            XXX

Add: Proportionate Non-recurring

expenses up to the point of loss      XXX

Abnormal Loss                     XXX
Proportionate NRE= Total NRE X Abnormal loss units 

Total units              



Journal entries for abnormal loss:
a.  If the goods are not insured:

1. When there is abnormal loss
Abnormal Loss A/C……………………Dr

To Consignment A/C
2. When the abnormal loss is transferred to profit and loss account

Profit and Loss A/C ……………………Dr
To Abnormal Loss A/C

b. If the goods are insured:
1.  When there is abnormal loss

Abnormal Loss A/C……………………Dr
To Consignment A/C

2. When the cash is received from the insurance company and loss 
transferred to profit and loss account

Cash A/C or Bank A/C …………………Dr
Profit and Loss A/C…………………….Dr

To Abnormal Loss A/C



Consignment Account:
Consignment account is an account which is mainly 
prepared by the consignor in order to find out the profit or 
loss on the consignment. 

This account is debited with the cost of goods sent, 
expenses incurred by both consignor and consignee, and 
commission payable to the consignee and credited with 
the gross sale proceeds of the goods, value of goods 
returned and the value of stock of unsold goods. The 
difference between the two sides is called profit or loss, 
which is transferred to profit and loss account.

How do you close the consignment account? 

Consignment account can be closed by transferring the 
difference to profit and loss account.





ELEMENTS OF COSTING

Unit – 1: Introduction to Cost Accounting:

Limitations of financial accounting - meaning of cost,

costing, cost accounting and cost Accountancy –

Objectives and functions of cost Accounting –

Advantages and limitations of Cost Accounting –

Financial Accounting V/s Cost Accounting – Steps

for installation of a costing system- Meaning of cost

center, cost unit and cost Audit.



Limitations of Financial Accounting:

1. Collective Information: Financial accounting

supplies the information regarding profit and loss to

the management collectively. Where in the whole

industry is treated as one unit.

But it is a difficult task for controlling or reducing

the cost. Because if the factory is under loss in any

year or profit is decreased, then the management is

to locate the reasons, and also the person

responsible.



But in financial accounts no one is responsible

because every person escapes from his responsibility

stating that his department is not responsible.

But in cost accounting the records are maintained

units wise, process-wise or job wise and the

responsibility can be fixed. It helps for controlling

and reducing the cost.



2. Historical in Nature: Financial accounts are

prepared at the end of the year. It means, for the

whole year expenditure is incurred, then after closing

the accounts or at the end of the accounting year

calculation of how much expenditure is incurred and

what will be the costs per unit is made. There is not

proper system of control and calculation of the day to

day cost.

Financial accounting is like a thermometer which can

tell us the temperature of the body only but cannot

diagnose the disease.



3. Materials and Supplies are not properly

controlled: There is no proper method for controlling

of materials and supplies, which leads to loss,

wastages, deterioration, excessive scraps and

misappropriation of the materials.

4. Expenses are not Classified: Expenses are not

classified, such as Controllable and Uncontrollable,

Direct and Indirect, Fixed and Variable. This

classification helps in controlling and reducing the

cost.



5. Fails to Help in Cost Reduction: It is not possible to

maximize the profits, since cost reduction is not

possible under the financial accounting system. In the

modern era, profits can be maximized only by

increasing the volume of sales and sales can be

increased if the prices charged are competitive and

comparatively low.

6. Fails to Provide Cost Information in Price Fixation:

It is very difficult to fix the prices of the product or

services, or tenders because the financial accounts do

not provide detailed cost information.



7. Labour Cost is not Recorded Job-wise: In

financial accounting, labor costs are not recorded

process-wise or job wise. It is very difficult to find

out the cost per unit or process or job. There is no

system of incentives which may be easily used to

compensate the workers for their above standard

performance.



8. Fails to Provide Information for Appraisal and

Comparison: Financial accounting does not provide

information to the management for appraisal and

comparison of the profits under alternative methods.

Not only this, even it fails to provide useful

information to management for taking vital decisions

such as replacement of labour, introduction of new

techniques or make or buy the products etc.



Introduction:

The term ‘COST’ plays vital role in success or failure

of every business. The statement “conquer your costs

before they conquer you,” signifies how dangerous

the cost is.

In the LPG environment it has become still more

dangerous and considered as serious issue.

The firm which neglects cost factor has no place to

survive in the highly competitive global market.



It is worthwhile to state here that a firm which tries to

raise its selling price, to realize desired profit, without

making efforts at cost control will be soon itself out

of the market.

Therefore, now it is indispensable for the firm to

conquer their costs for gaining competitive edge.

Cost consciousness and cost control are the most

urgent need of the hour.

It is the cost accounting which helps the firms in

managing and controlling cost efficiently.



Meaning and Definitions:

Cost: Cost is defined as an amount of expenditure

incurred on a product or service.

According to Gorden Shilling Law: “Cost represents

the resources that have been or must be sacrificed to

attain a particular objective.”

According to ICMA (London): “Cost is the amount

of expenditure incurred or attributable to given

thing.”



Costing: The term costing has been defined by ICMA

(London) as “the technique and process of

ascertaining costs.”

Thus, costing is routine process of ascertaining cost

of a product or service or job. It consists of principles

and rules which govern the process of ascertaining

costs.

Cost Accounting: Cost accounting is a formal system

of accounting for cost by means of which cost of

products or services are ascertained and controlled.



a. According to Erich Koher: “Cost accounting is the

branch of accounting dealing with the classification,

recording, allocation, summarization and reporting of

current and prospective costs.”

b. According to Van Sickle: “Cost accounting is the

science of recording and presenting business

transactions pertaining to the production of goods

and services whereby these records become a method

of measurement and a means of control.”



Cost Accountancy:

Cost accountancy is a wider term. It refers to the

principles, conventions, techniques and systems

which are employed in a business to plan and control

the utilisation of its resources.

Thus, cost accountancy includes costing, cost

accounting, cost control and cost audit.



Objectives of Cost Accounting:

1. Ascertainment of Cost: Cost accounting aims at

ascertainment of cost which serves as basis for fixing

selling price and making managerial decisions. It

ascertains cost of each product, job, process etc., with

the help of its methods like output costing, operating

costing, job costing etc.



2. Determination of Selling Price: Cost is the basis for

fixing selling price. Cost accounting provides

necessary cost data and facilitates fixation of selling

price. Even during deflation, it guides the

management in deciding the extent to which selling

price is reduced with the help of its marginal costing

technique.



3. Cost Control: Cost control is most essential for

improving efficiency and profitability of a firm. Cost

accounting controls cost by comparing actual cost

with predetermined cost by applying its standard

costing and budgetary control techniques.

4. Guiding Management in Business Policies and

Decisions: Cost accounting guides management in

formulation of policies and decisions by providing

relevant cost data. The management has to formulate

suitable policies and decisions for carrying business

operations efficiently. Cost accounting guides

management in formulation of such policies and

decisions by providing necessary cost data.



Functions of Cost Accounting:

1. Recording: Recording of relevant transaction is the

primary function of cost accounting. Various accounts

are maintained according to the principles of Cost

Accounting.

2. Cost Analysis: It means, costs are classified into

different groups, Viz, direct and indirect cost, normal

or abnormal cost etc.

3. Cost Control: Cost accounting establishes ideal

standards and thereby controls the cost.



4. Cost Comparison: This is the function of comparing

of cost for ascertainment of profitabilities, project

proposals, plans and actions. This comparison helps

to take the right decisions at crucial points of time.

5. Quotation: It estimates the cost of job or work order

more scientifically to quote the price.

6. Cost Planning: Each element of cost should be

properly planned and expenses incurred accordingly.

The overall cost planning helps the management in

order to activate the objectives.



7. Cost Budgeting: This function helps to formulate the

cost budgets. The budget means fixing the overall

limit of expenses and the cost information guides to

be within the set framework.

8. Providing Cost information for Decision Making:

Cost accounting provides useful information which is

helpful to the management in making strategic

decisions.

9. Reporting: Revealing and reporting inefficiencies of

various elements of cost units, cost centers, products

etc., to the management.









A big business concerns dealing in different 
kinds of goods or services is usually divided into 
a number of departments. 
A business having a number of departments 
each specializing in a particular line of activity is 
called departmental undertaking.
Under one management and under one roof the 
different goods and services are rendered is 
called departmental undertaking.
The accounts relating to different goods or 
services are called departmental accounting



1. To ascertain the result of each department

2. To compare the trading result of one 
department with the another department

3. To take necessary steps either to improve 
the department which is under loss or to 
close down all together the department which 
is under loss.



4. To evaluate the performance  of each 
department 

5. To reward the departmental managerial staff 
on the basis of trading results.

6. To have effective managerial control over 
the working of each department



Apportionment of expenses means allocation 
of common expenses among the different 
departments on suitable basis



Sl. No BASIS OF ALLOCATION COMMON EXPENSES

01 Net purchase ratio        

( Total purchases 

minus Purchase 

returns or returns 

outwards)

Carriage inwards, fright, octroi, duty 

etc

02 Net sales ratio 

(Total sales minus 

sales returns or 

returns inwards)

Commission on sales, discount 

allowed, carriage outwards, bad 

debts, RDD, RFDD, advertisement, 

sales tax etc
03 Staff appointed 

ratio (No of 

employees)

Salary, wages, labour welfare, 

canteen expenses etc.



04 Space or area 

occupied

Rent, rates, taxies, insurance on 

building, repairs of building, 

depreciation on building etc.

05 Closing stock ratio Insurance on goods, godown rent 

etc

06 Time spent or time 

devoted ratio

Salary of works manager

07 Value of assets ratio Depreciation, repairs, maintenance 

of assets

08 Units consumed ratio Lighting and heating, power, motive 

power, electricity etc.



1. If the basis for allocation in not given in the 
problem, then those expenses should be 
apportioned on the basis of sales ratio ( turnover 
ratio)

2. However, there are certain common indirect 
expenses which cannot be apportioned on any 
one of the above basis. Such expenses should be 
directly recorded in the General Profit and Loss 
Account, which is meant for the entire 
organization. Such expenses are bank interest, 
accountancy charges, audit fees, income tax, and 
insurance on comprehensive policy.



Sl. No BASIS OF 

ALLOCATION

COMMON INCOMES

01 Net purchase ratio Discount received, commission 

earned

02 According to given 

ratio or allocated 

equally

Interest from bank, interest on 

investments etc.



Transfer of goods and services from one 
department to another department is called 
interdepartmental transactions.



1. Interdepartmental transfer of goods from one 
department to another department is appearing 
in the trading account. The entry is:

Receiving Department A/c …………………………Dr

To Giving Department A/c

2. Interdepartmental transfer of service from one 
department to another department is appearing 
in the profit and loss account. The entry is:

Receiving Department A/c …………………………Dr

To Giving Department A/c



PURCHASES BOOK: It is a book meant for 
recording only credit purchases of goods.

Note: 1. Cash purchases of goods are appearing 
in the cash book. 

2.  Credit purchases of the things other than 
the goods are appearing in the journal proper.

SALES BOOK: It is a book meant for recording the 
credit sales of goods only.

Note:  1. Cash sales of goods are appearing in 
the cash book.  

2.  Credit sales of the things other than the 
goods are appearing in the journal proper.















FARM ACCOUNTING

Introduction
• In India Farming sector is dominated by small farmers.
• Average farmers cannot afford to appoint any accounts clerk.
• Recording of transaction may feel a troublesome .
• Hence the account maintained would be crude and unreliable due 

to some special features arising.
• Unawareness of the advantages for effective farm management.
• The well-organized and large scale farm can maintain the accounts 

adopting the principle of double-entry so that it will be possible to 
prepare the final accounts to ascertain the financial state of affairs 
of their farm activities.  

• Profit and loss of each and every line of farm ascertained.
• Cost of production and yield obtainable by different activities can be 

ascertained.



FRAM ACTIVITIES:

These include:
 Agriculture(food crops),
 Horticulture (fruits ,vegetables),
 Nurseries(growing plants under proper condition then

transplanted to main field),
 Pisciculture (fish rearing),
 Sericulture(silk production),
 Dairy, Poultry, rearing of sheep pigs horse etc.
All these activities may be carried singly or in
combination of two or more of them.

FRAM: an area of land or building attached to it used for 
growing crops or rearing animals



04. Notional transactions-transaction made between farm and 
household of same farm.    Ex: Supply of food by farms to 
household.

“Application of accounting principles and techniques to 
farming which constitutes the activities such as agricultural 
farming, dairy farming, poultry farming, etc.”

Kinds of farm Transaction: (Four categories)

01.Cash transactions- involve receipts and payments of  cash. Ex: 
wages to labourers.

02. Credit transactions- no receipts and payment of cash involved 
during transaction. But agreed for payment of cash in future. Ex: 
crop sold and delivered and payment received later. 

03. Exchange transactions-exchange of goods or services between 
the parties. Ex: Exchange of workers between two agricultural 
farms 

MEANING OF FARM ACCOUNTING:



FEATURES OF FARM TRANSACTION

• Farming is like a family business

• Consumption of  farm produce by household

• Family members put their labour

• Payment of wages in kind

• Valuation of inventory.

• Farm produce from one section used by other section

• Farmer engaged in more than one activity

• Equipment etc. are used for more than one activity .

• Farming activities are prone to natural calamities (flood 
earthquake etc.)



SPECIAL FEATURES OF FARM ACCOUNTING

1. Problem of proper valuation 

2. Value of products transferred on estimation 

3. Allocation of common expenses

4. Farm products consumed by owners and workers

5. Family members assisting in farm work

6. Exchange of products on barter basis

7. Household property used in farm

8. Birth of death of calves, livestock, etc.

9. Allocation of depreciation in certain cases



OBJECTIVES (PURPOSE) OF MAINTAINING FARM 
ACCONTING

1. To ascertain true cost and profit

2. To ascertain the overall profit of all activities

3. To take proper decision and control

4. To provide authentic (reliable or believable) information

5. To work out return on investment

6. To obtain agricultural credit or loan

7. To present the true financial position

8. To enable comparison of performance



USE OF ACCOUNTING INFORMATION IN 
AGRICULTURAL FARM:

1. Analysis of performance

2. Detailed information of yield, etc.

3. Financial status of affairs of farm

4. Financial performance of the farm

5. Debt servicing ability of farm

6. Farm management survey

7. Assessment of agricultural income-tax

8. Data for decision making



FARM ACCOUNTING IS NOT POPULAR IN INDIA
REASONS:

1. Farm sector is unorganized in India: activities are dominated by 
small-scale operations

2. Small farmers do not need accounting: due to their small 
landholdings

3. Lack of awareness in accounting in farms: the use of accounting 
is not clearly understood by many farmers

4. Cost of maintenance of accounts: farmers feel that cost is 
burdensome

5. Maintenance of cost is not compulsory: not made compulsory 
under any law

6. Data collections of farm operations: the data is usually collected 
through oral communication with farmers rather than any 
source information



ASCERTAINMENT OF PROFIT OF EACH CROP SEPARATELY

• When two or more crops are produced by farmers, the profit of each 
crop should be ascertained separately.

• Direct cost of particular crop should be charged to that crop only.

• The common costs or expenses should be apportioned to each crop 
separately by following some generally accepted principles

Examples of common expenses :

1. Depreciation and repairs on common assets

2. Interest on fixed loan

3. Interest on working capital loan

4. Any other common expenses; they can be apportioned on the basis 
of generally accepted principles of accountancy and charged to 
respective crop account accordingly.



REGISTERS MAINTAINED FOR ACCOUNTING DATA

The following six registers may be maintained by the farm to obtain data in 
accounting system:
a. Stock register: to record quantitative details of input stock (Ex: seeds), main 

products(crop) etc Analysis of stock
b. Debtors and creditors register: To record credit transactions :purchase and 

sales of goods 
c. Fixed assets register : To record particulars of all fixed assets :land, shed, 

bore well, implements, tractors, etc. in respect to their location, 
description, cost, disposals or sales depreciation written off and their book 
value as on a given date

d. Loan register: To record particulars of borrowings made  by the farm from 
govt., banks, cooperative societies or from any lending agencies
Also shows interest paid and interest outstanding

e. Notional transaction register: To record transactions between farm and 
household.

f. Cost analysis register: To record crop wise apportionment and allocation of 
different common costs or expenses to compute crop profit of the farm.



Particular Amt Particular Amt

To open stock

To Depreciation
To Other Expenses
To Repairs

To General P & L account

To Irrigation Expenses

To Wages & Salaries 

To Rent & Taxes

Corn XXX
Straw XXX

By Sales

Corn
Growing crops
Fertiliser

By Closing Stock

Corn
Straw

By Drawings:

Corn
Straw

By Live stock

Corn
Growing crops
Fertilizer XXX

XXX
XXX

XXX
XXX

XXX
XXX

XXX

XXX

XXX

XXX

XXX
XXX
XXX
XXX

XXX

XXX

XXX

XXX

XXX

XXX XXX

To Crop Expense
To Live stock

XXX
XXX

XXX

Crop or Corn  Account

XXX

Agriculture Activity



CATTLE ACCOUNT FOR THE YEAR ENDED

Particular Amt Particular Amount

To open stock

To Depreciation

To Other Expenses

To General P & L account

To Insurance 

To Wages & Salaries 

By Cattle Slaughter
XXX

Sale Proceeds          XXX

XXXBy Sales

By Closing Stock

By Sales of  Carcasses

Less Expenses:        XXX

To Purchase 
To Clave born

Less Died

XXX
XXXXXX

XXX

XXX

XXX

XXX

XXX
XXX

XXX

XXX

XXX

XXX

XXX XXX

To Veterinary Expense

To Crop Account

XXX

XXX

XXX

open stock
Add Purchase 

Less closing Stock

To Cattle food Consumed
XXX

XXX
XXX

XXX

XXX

XXX
XXX XXX

XXX

XXX



Dairy ACCOUNT FOR THE YEAR ENDING

Particular Amt Particular Amount

To open stock

To Depreciation

To Other Expenses

To General P & L account

To Insurance 

To Wages & Salaries 

Cattle XXX

XXXBy Sales

Clave Cattle
Foodstuff

XXX

XXX

XXX
XXX

XXX

XXX

XXX XXX

To Dairy Expense XXX

XXX

Cattle
Foodstuff

To Purchases
XXX
XXX

XXX
XXX

Milk XXX

Butter XXX
By Drawing

Milk XXX

Butter XXX

XXX

Cattle XXX

By Closing Stock

Foodstuff XXX

XXX

XXX

Milk XXX

By Wages

Butter XXX

DAIRY ACTIVITY



POULTRY ACCOUNT FOR THE YEAR ENDING

Particular Amt Particular Amount

To Open stock

To Depreciation

To Other Expenses

To General P & L account

To Insurance 

To Wages & Salaries 

Poultry Birds XXX

XXXBy Sales
Poultry Birds
Poultry Eggs

XXX

XXX

XXX
XXX

XXX

XXX

XXX XXX

To Medicine Expense XXX

XXX

Poultry birds
Poultry Food

To Purchases
XXX
XXX

XXX
XXX

Poultry Eggs XXX

Poultry Eggs XXX

By Drawing

Poultry Birds XXX

XXX

Poultry Eggs XXX

By Closing Stock

Poultry Birds XXX

XXX

Poultry Food XXX

XXX

Poultry Eggs XXX

By Wages

Poultry Birds XXX

Poultry Food XXX



FISH ACCOUNT FOR THE YEAR ENDING

Particular Amt Particular Amount

To Open stock

To Depreciation

To Other Expenses

To General P & L account

To Wages & Salaries 

XXXBy Sales
Fish
Foodstuff

XXX

XXX

XXX
XXX

XXX

XXX XXX

To Catching Expenses XXX

XXX

Spawn
Foodstuff

To Purchases
XXX
XXX

XXX
XXX By Drawing

XXX

By Closing Stock

Fish XXX

XXX

XXXBy Wages

Foodstuff XXX



LIVE STOCK  ACCOUNT FOR THE YEAR ENDING

Particular Amt Particular Amount

To Open stock

To Depreciation

To Other Expenses

To General P & L account

To Crop account 

To Wages & Salaries 

XXXBy Sales
Live Stock
Feeding Materials

XXX

XXX

XXX
XXX

XXX

XXX XXX

To Insurance XXX

XXX

Live Stock
Feeding Materials

To Purchases
XXX
XXX

XXX
XXX

XXX

Live Stock XXX

By Closing Stock

Feeding Materials XXXXXX





MR KRASHIKA’S STATEMENT OF AFFAIRS
Liabilities 1-4-2011 31-3-2012 Assets 1-4-2011 31-3-2012

100000Land & Buildings 100000

30000Farm Machinery 30000
16000Implements 16000
45000Stock of Crops 68000

4000Cash in hand 16000
10000Cash at Bank 18000

10000Sundry Creditors 12000

20000Loan from Bank 8000

230000 280000230000 280000

200000 260000Capitals

25000Sundry Debtors 32000



MR KRASHIKA’S 
STATEMENT OF PROFIT OR LOSS 

FOR THE YEAR ENDING 31ST MARCH 2012

Particular Amt Amount

Closing Capital
Add Drawing

260000
Cash 30000

Goods 8000 38000

298000
Less Additional Capital 0000

298000Adjusted Closing Capital

200000Less Opening Capital

98000Gross Profit

0000Add Incomes

98000Less Expenses  outstanding Interest
Depreciation on L & B 5% 5000

on Implements 6000
16000

82000Net Profit

on Machinery 10% 3000

2000



MR KRASHIKA’S STATEMENT OF AFFAIRS

Liabilities 1-4-2011 31-3-2012 Assets 1-4-2011 31-3-2012

100000Land & Buildings 95000

Farm Machinery 27000

16000Implements 10000

Stock of Crops 68000

Cash in hand 16000
Cash at Bank 18000

Sundry Creditors 12000

Loan from Bank 10000

266000266000

200000 244000Opening Capitals

Sundry Debtors 32000

AS ON 31ST MARCH 2012

82000Add NP
282000

38000Less Drawings

5000Less Depreciation

6000Less Depreciation

3000Less Depreciation
30000

8000
Loan from Bank 2000







Zero rating: 

Zero rating of goods and services means when the supply of

certain goods and services are taxable at zero percentage and

supplier can either claim the refund of the taxes paid on the

input goods and services or gets exemptions from payment

of taxes on such inputs.

Zero rating means getting exemption from payment of taxes

on input goods and services supplied or claiming refund of

the taxes paid on input goods and services for the supply of

goods and services which are taxable at zero percentage.



Zero Rated Supply:

According to Section 16 of the IGST Act, zero rated 
supply means any of the following supplies of goods 
or services:

1. Export of goods or services or both;

2. Supply of goods or services or both to a Special 
Economic Zone developer

3. Supply of goods or services or both to a Special 
Economic Zone unit



Features of Zero Rated Supply:
1. Zero rated supply includes supplies made to any

country other than India (Exports) and supplies
made to customers located in SEZ or SEZ
developers.

2. Zero Rated Supply in IGST is being introduced
through Chapter VIII.

3. The concepts of Zero Rated Supply are
covered under Section 16 of the IGST Act.

4. Input Tax Credit is available in case of Zero rated 
supply.

5. Examples are Export of goods to USA, Supply of 
goods or services to SEZ or SEZ developers.



List of Zero-Rated Supply:

1. Agricultural products – paddy, fresh or chilled 
vegetables, certain provisionally preserved vegetables.

2. Essential foodstuff – oils, salt, flour, etc.

3. Livestock and livestock supplies or poultry – live 
animals and unprocessed meat.

4. Eggs.

5. Fish – live, fresh, frozen and dried.

6. First 200 units of electricity for domestic use.

7. Water for domestic users.

8. Exported goods.

9. Exported services – for example, architecture services 
in connection with land outside Malaysia.



Benefits of Zero rated supply: 
The following benefits available to zero rated supply:
1. Such supply is not eligible to any tax.

2. Credit of input tax may be availed for making zero rated 
supplies notwithstanding that such supply may be an 
exempt supply.

3. A registered person making zero rated supply shall be 
eligible to claim refund.

4. Zero rating expands supply chain system in export business

5. Cost of export and price of goods or services will become 
less

6. Overall countries business and earnings will rise

7. It maintains the country’s economic growth.

8. It increases the employment opportunities.

9. It improves the balance of payment through exports.



Consequences of zero rating:

1. The supplier must not collect any GST from the 
recipient of the good or service. 

2. The supplier can claim input tax he paid to 
other GST registered persons in relation to the 
supply.



Input Tax Credit (ITC) in zero rated supply:
The input tax credit is available for zero rated 
supplies. This means that export without 
payment of duty and supply to SEZ will be 
considered as zero rated supply and credit 
will be available. 



Nil Rated supply:

Meaning: Nil rated supply is the supply of goods or
services or both on which GST rate of zero
percentage is applicable.

Nil rated supplies are listed in Schedule I in the GST
rate schedule.

Availability of input tax credit: No ITC

Examples: Supply of jaggery, handloom, cereals,
salt, accommodation in hotel with tariff below Rs.
1,000 per day.



Non-taxable supplies: 

• Meaning: Non-taxable supply is the supply of
goods or services or both on which GST is not
leviable.

• Non-taxable supplies are those goods or services
or both kept out of the purview of GST.

• Availability of input tax credit: No ITC

• Examples: Supply of alcohol for human
consumption, petroleum products, electricity



Exempt supplies:

• Meaning: Exempt supply under GST is a broad term
which includes nil rate supplies, non-taxable supplies
and specific supplies which are declared as exempt
from tax by notification.

• Exempt supply is the supply of goods or services or
both that does not attract GST.

• However, in GST returns, the Department requires a
bifurcation between nil rates, non-taxable and
exempt supplies.

• Availability of input tax credit: No ITC

• Examples: Bread, Fresh fruits, Fresh milk and curd
etc.



Difference between Nil Rated, Zero Rated, Non-taxable supplies  and Exempted supplies:

Sl.
No.

Nil Rated Supply Zero Rated Supply Non Taxable 
Supply

Exempted Supply

01 Nil rated supply is the 
supply of goods or 
services or both on 
which GST rate of zero 
percentage is applicable.

Zero rated supply includes 
supplies made to any country 
other than India (Exports) and 
supplies made to customers 
located in SEZ or SEZ 
developers.

Non-taxable supply 
is the supply of 
goods or services 
or both on which 
GST is not leviable.

Exempt supply is the supply of 
goods or services or both that 
does not attract GST.

02 Nil rated supplies are 
listed in Schedule I in 
the GST rate schedule.

The concepts of Zero Rated 
Supply are 
covered under   Section 16 of 
the IGST Act.

Non-taxable 
supplies are those 
goods or services 
or both kept out of 
the purview of GST.

Exempt supply under GST is a 
broad term which includes nil 
rate supplies, non-taxable 
supplies and specific supplies 
which are declared as exempt 
from tax by notification. 

03 No Input Tax Credit is 
available

Input Tax Credit is available No Input Tax Credit 
is available

No Input Tax Credit is available

04 Example are Supply of 
jaggery, handloom, 
cereals, salt,
accommodation in hotel 
with tariff below Rs. 
1,000 per day.

Examples are Export of goods 
to USA, Supply of goods or 
services to SEZ or SEZ 
developers.

Examples are 
Supply of alcohol 
for human 
consumption, 
petroleum 
products, 
electricity

Examples are Bread, Fresh 
fruits, Fresh milk and curd etc.



Abatements (i.e. deductions):

Abatement means reduction, discount, exemption
and concession in the taxable value of supply.

It is the partial exemption to the total amount of
tax to be paid.

Abatement is a reduction in or, an exemption of,
the level of taxation faced by an individual or
company.

Examples are a decrease in tax, a reduction in
penalties, reduction in heavy payment of taxes
etc.



Benefits of abatements:
1. It Encourages the specific activities such as 

investment in capital equipment.

2. It is one type of tax incentives.

3. It attracts some services at lower rate due to 
abatement.

4. It is the partial exemption to the total amount of 
tax to be paid.

5. It increases the job opportunities in the area.

6. It helps to invest in local infrastructure.



Lower rate of tax for food and health:

Countries that use GST taxation route always want
to make zero rated provisions on many types of
food and health items like food, beverages,
donation and charity to NGO’s and equipments in
health like medical prescriptions, disabled
wheelchairs, sewage services, medical book and
any other useful daily use items are zero rated.

Government has given exemptions on lower rate of
tax on food and health care education as they have
importance for persons living below poverty line.



These exemptions in GST system of Organization for Economic 
Co-operative and Development (OECD) contain:

1. Hospital and medical care
2. Transport of sick injured persons
3. Human blood
4. Tissue organs
5. Dental care
6. Postal services
7. Education
8. Non-commercial activities of nonprofit making organizations
9. Cultural services excluding the following:
a) Radio
b) Television
c) Broadcasting
d) Insurance
e) Financial services etc.



GST Council:
The Goods & Services Tax Council (GST Council) has been created in
September 2016 under Article 279-A of the Constitution of India. The main
objective of GST is to develop a harmonized national market of goods and
services. It has its Secretariat office in New Delhi.

Composition of GST Council:
GST Council is a federal forum with both centre and states in India on
board. It is made of:

Chairman:
The Union Finance Minister
Members:
The Union Minister of State in charge of Revenue or Finance, and
The Minister in charge of Finance or Taxation or any other Minister,

nominated by each state government.
Vice Chairman:
The members of the goods and service council shall choose one amongst

themselves to be the vice chairman of the council for such period as they
may decide



Functions or powers and responsibilities 
of GST Council:
As per Article 279A (4), the Council will make
recommendations to the Union and the States on important
issues related to GST, like

1. Taxes, cesses and surcharges to be subsumed under the GST
2. Goods and services which may be subject to, or exempt

from GST
3. The threshold limit of turnover for application of GST;
4. Rates of GST
5. Model GST laws, principles of levy, apportionment of IGST

and principles related to place of supply
6. Special provisions with respect to the states Arunachal

Pradesh, Assam, Manipur, Meghalaya, Mizoram, Nagaland,
Sikkim, Tripura, Himachal Pradesh, Jammu and Kashmir, and
Uttara khand and

7. Other related matters



GST Structure rates:

GST Council will have statutory powers of 
recommendations on various issues relating to 
GST.

GST Council specifies the various aspects like rate 
of GST, exemptions, which can be decided by 
Central Government on recommendations of GST 
council.

GST Council suggests the GST rates. These rates are 
on the basis of classification of goods.

The goods are classified on the basis of 
Harmonized System of Nomenclature (HSN) system



Goods:

HSN code shall be used for classifying the goods 
under the GST Regime.

a) Tax payers whose turnover is above Rs. 1.5 crores 
but below Rs. 5 crores shall use 2 digit code.

b) Tax payers whose turnover is 5 crores and above 
shall use 4 digit code.

c) Tax payers whose turnover is below Rs. 1.5 crores 
are not required to maintain code in their invoices.

d) Those are engaging international business or 
export or import business shall mandatorily follow 
8 digit code.



Services: Services will be classified as per 
Services Accounting Code (SAC).



GST rate structure:
On Goods:

Schedule I : List of goods at nil rate

Schedule II : List of goods at 0.25% rate

Schedule III : List of goods at 3% rate

Schedule IV : List of goods at 5% rate

Schedule V : List of goods at 12% rate

Schedule VI : List of goods at 18% rate

Schedule VII : List of goods at 28% rate



On Services:

List of services at nil rate

List of services at 5% rate

List of services at 12% rate

List of services at 18% rate

List of services at 28% rate



GST TAX RATES INDIA 2019: Latest Rates as per the 
GST Council in its meeting held on 24th January, 
2019 :

Schedule I: List of Goods at Nil rate:
1. Unpacked food grains
2. Fresh vegetables and fruits 
3. Unbranded maida, besan, gur, milk, eggs, curd, lassi
4. Unpacked paneer
5. Unbranded natural honey
6. All types of salt
7. Fresh meat, fish, chicken
8. Butter milk
9. Cereal grains 



10. Jute
11.Flour
12.Bread
13.Prasad
14.Bindi, sindoor
15.Stamps, judicial papers, printed books, newspapers
16.Bangles
17. Children's' picture, drawing or colouring books
18. Human hair.
Services:

1. All hotels and lodges in India with tariff below 
Rs.1,000 are exempted from paying taxes.





Schedule II: List of Goods at 0.25% rate:

1. Rough industrial diamonds including unsorted 
rough diamonds 

2. Rough precious and semi-precious stones

3.Admission to "protected monuments"

Schedule III: List of Goods at 3% rate:

1. Pearls, natural or cultured, whether or not.

2. Diamonds, whether or not worked.

3. Precious stones (other than diamonds) and semi-
precious stones, whether or not worked.

4. Synthetic or reconstructed precious or semi-
precious stones, whether or not worked or graded.



5. Dust and powder of natural or synthetic precious
or semi-precious stones.

6.Silver (including silver plated with gold or
platinum), unwrought or in semi-manufactured
forms, or in powder form.

7. Gold (including gold plated with platinum)
unwrought or in semi-manufactured forms, or in
powder form

8.Platinum, unwrought or in semi-manufactured
forms, or in powder form

9.Base metals, silver or gold, clad with platinum,
not further worked than semi-manufactured



10. Articles of jewellery and parts thereof, of precious
metal or of metal clad with precious metal

11. Articles of goldsmiths’ or silversmiths’ wares and
parts thereof, of precious metal or of metal clad with
precious metal

12. Other articles of precious metal or of metal clad with
precious metal

13. Articles of natural or cultured pearls, precious or
semi-precious stones (natural, synthetic or
reconstructed)

14. Imitation jewellery

15. Coin



Schedule IV: List of Goods at 5% rate:

1. Apparel below Rs 1000

2. Footwear below Rs 500

3. Sugar, tea, roasted coffee beans

4. Edible oils

5. Cream, skimmed milk powder

6. Fish fillet

7. Branded paneer

8. Frozen vegetables 

9. Coffee

10.Spices



11. Pizza bread 

12. Sabudana

13. Kerosene

14. Coal

15. Medicines

16. Stent

17. Lifeboats

18.  Cashew nut, Cashew nut in shell

19. Ice and snow

20. Biogas

21. Insulin

22. Agarbatti



Services :
All restaurants of hotels with room tariff of less 
than Rs 7,500, Food parcels, Textile job work, 
Transport services (Railways, air transport) 
Supply of e-waste





Schedule V: List of Goods at 12% rate:
1. Cell phones and Apparel above Rs 1000
2. Sewing machine 
3. Umbrella 
4. Ayurvedic medicines 
5. Tooth powder 
6. Butter 
7. Ghee 
8. Fruit juice 
9. Packed coconut water 
10.Preparations of vegetables, fruits, nuts or other parts 

of plants including pickle
11.Chutney, jam, jelly, fruit juices, frozen meat products, 

dry fruits in packaged form



12. Animal fat and sausage

13. Cheese

14. Colouring books  and picture books

15. Ketchup & Sauces

16. All diagnostic kits 

17. Exercise books and note books

18. Spoons and forks

19. Ladles

20. Skimmers



21. Cake servers

22. Fish knives

23. Spectacles

24. Playing cards

25. Chess board, carom board and other board 
games.

Services:
State-run lotteries, Non-AC hotels, business class 
air ticket, fertilizers, Work contracts





Schedule VI: List of Goods at 18% rate:

1.Footwear above Rs.500

2. Camera, speakers and monitors

3. Headgear and parts thereof

4. Trademarks and goodwill

5. Software

6. Bidi Patta

7. Biscuits - All categories

8. Flavored refined sugar

9. Pasta

10.  Pastries and cakes



11. Preserved vegetables

12. Jams, sauces and soups

13. Ice cream

14. Instant food mixes

15. Mineral water

16. Envelopes, 

17. Steel products

18. Printed circuits

19. Kajal pencil sticks

20. Aluminium foil



21. Weighing Machinery [other than electric or

electronic weighing machine]

22. Printers [other than multifunction printers]

23. Electrical Transformer

24. CCTV

25. Optical Fiber

26. Bamboo furniture

27. Swimming pools and paddling pools

28. Curry paste

29. Mayonnaise and salad dressings

30. Mixed condiments and mixed seasonings.



Services :
1. Restaurants in hotel premises having room tariff 

up to Rs 7500
2. Telecom services
3. IT services
4. Branded garments 
5. Financial services
6. Outdoor catering





Schedule VII: List of Goods at 28% rate:

1. Automobiles

2. Motorcycles

3. ATM

4. Washing machine

5. Shavers

6. Hair clippers

7. Bidis

8. Chewing gum

9. Molasses

10. Chocolate not containing cocoa



11. Waffles and wafers coated with chocolate

12. Pan masala

13. Aerated water

14. Paint

15. Deodorants

16. Shaving creams 

17. After shave

18. Hair shampoo

19. Dye

20. Sunscreen

21. Wallpaper



22. Ceramic tiles

23. Water heater

24. Dishwasher

25. Weighing machine

26. Vending machines

27. Vacuum cleaner

28. Aircraft for personal use.



Services:

1. Private-run lotteries authorized by the states 

2. Race club betting

3. Cinema

4. 5-star hotels

5. Hotels with room tariffs above Rs 7,500

















Every registered person is required to compute his tax 
liability on a monthly basis by setting off the Input Tax 
Credit (ITC) against the Outward Tax Liability. If there 
is any balance tax liability the same is required to be 
paid to the government.



Electronic Ledgers (E-Ledgers):

Electronic Ledgers are statements of cash and input tax 
credit in respect of each registered taxpayers.

Every tax payer required to be maintained 3 types of 
ledgers prescribed by the Government. They are:

1. Electronic Cash Ledger

2. Electronic Credit Ledger

3. Electronic Tax Liability Ledger



1.Electronic Cash Ledger: Electronic cash ledger is a 
ledger that is maintained by every taxpayer on 
common portal of GST and contains deposits that a 
taxpayer has made and any tax payment made through 
cash.

Electronic cash ledger is an account of the taxpayer 
maintained by GST system reflecting the cash deposits 
and payment of taxes and other dues made by 
taxpayer.



2. Electronic Credit Ledger: The taxes paid by the 
dealer on the inputs will be recorded in the electronic 
credit ledger. The credit for input tax credit is credited 
to the electronic credit ledger of the taxpayer.

Electronic credit ledger is maintained in GST portal. 
All the approved claims for input tax credit are 
credited to the electronic credit ledger under the 
appropriate head of CGST, SGST, IGST, UGST and GST 
cess.



3. Electronic Tax Liability Ledger: Electronic tax 
liability ledger shows the total tax liability of a 
registered dealer for a particular month. This total tax 
liability can be accessed on the GST portal. The total 
tax liability includes:

a. Amount of tax payable.

b. Interest, penalty and late fees.

c. Any other amount payable as determined in a 
proceeding by an assessing authority.

d. Tax Deducted at Source (TDS).

e. Tax Collected at Source (TCS).

f. Tax payable under reverse charge.



Features of GST payment process:
The following are the main features of GST payment process:
1. Electronically generated challan from GSTN Common 

Portal in all modes of payment and no use of manually 
prepared challan.

2. Facilitation for the taxpayer by providing hassle free, 
anytime, anywhere mode of payment of tax.

3. Convenience of making payment online.
4. Logical tax collection data in electronic format.
5. Faster remittance of tax revenue to the Government 

Account.
6. Paperless transactions.
7. Speedy Accounting and reporting.
8. Electronic reconciliation of all receipts.
9. Simplified procedure for banks.
10. Warehousing of Digital Challan.



Methods or Modes of Payment under GST:

1. Internet banking through authorized banks 
(Debit card or Credit card). 

2. Payment through NEFT (National Electronic 
Fund Transfer) or RTGS (Real Time Gross 
Settlement) from any bank.

3. Over The Counter Payment (OTC) through 
authorized banks for deposits up to ten 
thousand rupees per challan per tax period by 
cash, cheque or demand draft.



What are CPIN, CIN, BRN, E-FPB and UNI?
1. CPIN stands for Common portal Identification Number. It is created for 

every Challan successfully generated by the taxpayer. It is a 14-digit 
unique number to identify the challan. CPIN remains valid for a period 
of 15 days.

2. CIN or Challan Identification Number is generated by the banks, once 
payment in lieu of a generated Challan is successful. It is a 17-digit 
number that is 14-digit CPIN plus 3-digit Bank Code. CIN is generated by 
the authorized banks/Reserve Bank of India (RBI) when payment is 
actually received by such authorized banks or RBI and credited in the 
relevant government account held with them. It is an indication that the 
payment has been realized and credited to the appropriate government 
account. CIN is communicated by the authorized bank to taxpayer as 
well as to GSTN.

3. BRN or Bank Reference Number is the transaction number given by the 
bank for a payment against a Challan

4. E-FPB stands for Electronic Focal Point Branch. These are branches of 
authorized banks which are authorized to collect payment of GST. Each 
authorized bank will nominate only one branch as its E-FPB for pan 
India transaction.

5. UNI stands for Unique Identification Number



What is Common Portal?

Common portal means the common goods and services 
tax electronic portal referred to in section 146 of the GST 
Act.

All returns are to be filled and payments to be made 
through this common portal



What is Return?

Return is a statement of information furnished by the 
taxpayer to tax administrators at regular intervals.

A return is a document containing details of income 
which a taxpayer is required to file with the tax 
administrative authorities. This is used by tax 
authorities to calculate tax liability.

Under GST, a registered dealer has to file GST returns 
that include:

a. Purchases

b. Sales

c. Output GST (On sales)

d. Input tax credit (GST paid on purchases)



Return form Who should file the return and what should be filed? Due date for filing returns

GSTR-1

Registered taxable supplier should file details of 

outward supplies of taxable goods and services as 

affected.

10th of the subsequent month.

GSTR-2

Registered taxable recipient should file details of 

inward supplies of taxable goods and services 

claiming input tax credit.

15th of the subsequent month.

GSTR-3

Registered taxable person should file monthly return 

on the basis of finalization of details of outward 

supplies and inward supplies plus the payment of 

amount of tax.

20th of the subsequent month.

GSTR-4 Composition supplier should file quarterly return.
18th of the month succeeding 

quarter.

GSTR-5 Return for non-resident taxable person. 20th of the subsequent month.

GSTR-6 Return for input service distributor. 13th of the subsequent month.

Different Types of Returns applicable under GST: 



GSTR-7
Return for authorities carrying out tax 

deduction at source.

10th of the subsequent 

month.

GSTR-8

E-commerce operator or tax collector should 

file details of supplies affected and the amount 

of tax collected.

10th of the subsequent month.

GSTR-9
Registered taxable person should file annual 

return.

31 December of the next fiscal 

year.

GSTR-10

Taxable person whose registration has been 

cancelled or surrendered should file final 

return.

Within 3 months of date of 

cancellation or date of 

cancellation order, whichever is 

later.

GSTR-11
Person having UIN claiming refund should file 

details of inward supplies.

28th of the month, following 

the month for which the 

statement was filed.



GSTR-1 Return for outward supplies (Section 37):

GSTR-1 return form has to be filed by a registered 
taxable supplier with details of the outward supplies of 
goods and services. This form is filled by the supplier.

GSTR-1 is to be filled by all taxpayers including casual 
tax payer except the following persons:
I. Input Service Distributor (ISD)

II. Non-Resident taxable person

III. Composite Tax payer

IV. Person Deducting Tax at Source (TDS)

V. Person Collecting Tax at Source (TCS)

VI. A supplier of online Information and Database Access or 
Retrieval (OIDAR) Services



 While filing the GSTR-1 invoices has to be uploaded 
depending upon supply is made to registered person 
(B2B supply) or unregistered person (B2C supply).

 B2B Supply: B2B supply means business to business 
transactions, where the recipient is also a registered 
person, hence he can take ITC. 

 B2C Supply: B2B supply means business to consumer 
transaction, where recipient is a consumer or 
unregistered person, hence he cannot take ITC.



Contents of GSTR-1:

1. GSTIN: Goods and Services Taxpayer Identification 
Number.

2. Name of the registered person.

3. Aggregate Turnover in the previous  Year

4. Taxable outward supplies made to registered persons: All 
B2B supplies should be mentioned in this section.

5. Taxable outward inter-State supplies to un-registered 
persons (B2C) where the invoice value is more than Rs 
2.5 lakh. 

6. Zero-rated supplies and deemed exports.

7. Taxable outward supplies to consumer (B2C) where 
invoice value is less than 2.5 lakh.

8. Nil-rated, exempt and non-GST outward supplies.



9. Amendments to taxable outward supply details furnished in
returns for earlier tax periods in points 4, 5 and 6.

10. Amendments to taxable outward supplies to unregistered
persons furnished on returns for earlier tax periods.

11. Consolidated Statement of Advances Received or adjusted in
the current tax period, plus amendments from earlier tax
periods.

12. HSN-wise summary of outward supplies: This section
requires a registered dealer to provide HSN wise summary of
goods sold.

13. Documents issued during the tax period: This head will
include details of all invoices issues in a tax period, any kind
of revised invoice, debit notes, credit notes, etc.

GSTR-1 has to be filed by 10th of the following month.



GSTR-2 Return for inward supplies (Section 38):

GSTR-2 return form has to be filed by a registered 
taxable recipient with details of the inward supplies 
of goods and services.

GSTR-2 is to be filled by all taxpayers including 
casual tax payer except the following persons:
I. Input Service Distributor (ISD)

II. Non-Resident taxable person

III. Composite Tax payer

IV. Person Deducting Tax at Source (TDS)

V. Person Collecting Tax at Source (TCS)

VI. A supplier of online Information and Database Access or 
Retrieval (OIDAR) Services



Contents of GSTR-2:

1. GSTIN

2. Name of the registered person 

3. Inward supplies received from a registered person other than 
the supplies attracting reverse charge

4. Inward supplies on which tax is to be paid on reverse 
charge

5. Inputs/Capital goods received from Overseas or from 
SEZ units on a Bill of Entry 

6. Amendments to details of inward supplies furnished in 
returns for earlier tax periods in points 3, 4 and 5 
including debit notes or credit notes issued.

7. Supplies received from composition taxable person and 
other exempt or nil rated or Non GST supplies  received.



8. ISD credit received

9. TDS and TCS credit received

10. Consolidated Statement of Advances paid or 
Advance adjusted on account of receipt of supply

11. Input Tax Credit Reversal or Reclaim

12. Addition and reduction of amount in output tax for 
mismatch and other reasons

13. HSN summary of inward supplies 

GSTR-2 has to be filed by 15th of the following month.



GSTR-3 Monthly returns (Section 39):

GSTR-3 return form has to be filed by a registered 
taxpayer with details that are automatically populated by 
from GSTR-1 and GSTR-2 returns forms. The taxpayer has 
to verify and make modifications, if any. GSTR-3 return 
form will contain the following details:

1. Details about Input Tax Credit, liability, and cash 
ledger.

2. Details of tax paid under CGST, SGST, and IGST.

3. Claim a refund of excess payment or request to carry 
forward the credit.

GSTR-3 has to be filed by 20th of the following month.



GSTR-4 Return for compounding taxable person:

GSTR-4 return form has to be filed by taxpayers who have 
opted for the Composition Scheme. Taxpayers with small 
business or a turnover of up to Rs.75 lakh can opt for the 
Composition Scheme wherein he or she have to pay tax at a 
fixed rate based on the type of business. Taxpayers under this 
scheme will not have input tax credit facility. GSTR-4 
quarterly return form will contain the following details:

1. The total value of consolidated supply made during the 
period of return.

2. Details of tax paid.

3. Invoice-level purchase information.

GSTR-4 has to be filed by 18th of the following month.



GSTR-5 Return for Non-Resident foreign taxable 
person:

GSTR-5 return form has to be filed by all registered non-
resident taxpayers. This form will contain the following:

1. Name and address of the taxpayer, GSTIN, and period 
of return.

2. Details of outward supplies and inward supplies.

3. Details of goods imported, any amendments in goods 
imported during the previous tax periods.

4. Import of services, amendments in import of services

5. Details of credit or debit notes, closing stock of goods, 
and refund claimed from cash ledger.

GSTR-5 has to be filed by 20th of the following month.



GSTR-6 Return for Input Service Distributor:
GSTR-6 return form has to be filed by all taxpayers who are 

registered as an Input Service Distributor. This form will contain 
the following:

1. Name and address of the taxpayer, GSTIN, and period of return.
2. Details of input credit distributed.
3. Supplies received from registered persons.
4. The amount of input credit availed under the current tax period.
5. Details of inward supplies will be auto-populated from GSTR-1 

and GSTR-5 return forms.
6. Details of the receiver of input credit corresponding to his or her 

GSTIN.
7. Details of credit or debit notes.
8. Input tax credit received, input tax credit reverted, and input tax 

credit distributed as SGST, CGST, and IGST.
GSTR-6 has to be filed by 13th of the following month.



GSTR-7 Return for authorities deducting tax at source:

GSTR-7 return form has to be filed by all registered taxpayers 
who are required to deduct tax at source under the GST rule. 
This form will contain the following:

a. Name and address of the taxpayer, GSTIN, and period of 
return.

b. TDS details and amendments in invoice amount, TDS 
amount or contract details.

c. TDS liability will be auto-populated. Details of fees for late 
filing of return and interest on delayed payment of TDS.

d. Refund received from Electronic Cash Ledger will be auto-
populated.

GSTR-7 has to be filed by 10th of the following month.



GSTR-8 Details of supplies effected through e-commerce 
operator and the amount of tax collected:

GSTR-8 return form has to be filed by all e-Commerce 
operators who are required to collect tax at source under the 
GST rule. This form will contain details of supplies effected 
and the amount of tax collected under Sub-section (1) of 
Section 43C of Model GST Law. Other details include:

a. Name and address of the taxpayer, GSTIN, and period of 
return.

b. Details of supplies made to registered taxable person and 
amendments, if any.

c. Details of supplies made to unregistered persons.

d. Details of Tax Collected at Source.

e. TDS liability will be auto-populated. Details of fees for late 
filing of return and interest on delayed payment of TDS.

GSTR-8 has to be filed by 10th of the following month.



GSTR-9 Annual Returns:
GSTR-9 return form is filed by normal taxpayers with details of all 

income and expenditure for the year. This detail will be regrouped in 
accordance with the monthly returns. The taxpayer will have the 
opportunity to make modifications in the information provided if 
required. 

Contents of GSTR-9:
a. GSTIN
b. Legal name of registered person
c. Date of statutory audit
d. Auditors
e. Details of expenditure
f. Details of income
g. Return reconciliation statement
h. Profit and Loss statement
GSTR-9 has to be filed by 31st December of the following 

financial year along with the audited copies of the annual 
accounts.



GSTR-10 Final returns:

GSTR-10 return form has to be filed by any taxpayer who 
opts for cancellation of GST registration. This form will 
contain the following:

a. Application Reference Number (ARN).

b. Date of cancellation of GST registration.

c. Unique ID of cancellation order.

d. Date of cancellation order.

e. Details of closing stock including amount of tax 
payable on closing stock.

GSTR-10 final return form has to be filed within 3 
months of the date of cancellation or date of 
cancellation order, whichever is later.



GSTR- 11 Details of Inward supplies:

GSTR-11 return form has to be filed by everyone who has 
been issued a Unique Identity Number (UIN) and 
claims a refund of the taxes paid on inward supplies. 
This form will contain the following details:

a. Name of the government entity, UIN, and period of 
return.

b. All inward purchases from GST registered supplier 
will be auto-populated.

Based on the above mentioned details, the tax 
refund will be made. GSTR-11 form has to be filed 
on 28th of the month, following the month for 
which supply was received.







Introduction:
Every registered person is required to
compute his tax liability on a monthly
basis by setting off the Input Tax Credit
(ITC) against the Outward Tax
Liability. If there is any balance tax
liability the same is required to be paid
to the government.



Features of GST payment process:
1. Electronically generated challan from GSTN Common Portal in 

all modes of payment and no use of manually prepared challan.

2. Facilitation for the taxpayer by providing hassle free, anytime, 
anywhere mode of payment of tax.

3. Convenience of making payment online.

4. Logical tax collection data in electronic format.

5. Faster remittance of tax revenue to the Government Account.

6. Paperless transactions.

7. Speedy Accounting and reporting.

8. Electronic reconciliation of all receipts.

9. Simplified procedure for banks.

10. Warehousing of Digital Challan.



Methods or Modes of Payment 
under GST:
1. Internet banking through authorized banks (Debit 

card or Credit card). 

2. Payment through NEFT (National Electronic Fund 
Transfer) or RTGS (Real Time Gross Settlement) from 
any bank.

3. Over The Counter Payment (OTC) through authorized 
banks for deposits up to ten thousand rupees per 
challan per tax period by cash, cheque or demand 
draft.



What are CPIN, CIN, BRN and E-FPB?

CPIN stands for Common portal Identification Number. It is 
created for every Challan successfully generated by the taxpayer. 
It is a 14-digit unique number to identify the challan. CPIN 
remains valid for a period of 15 days.

CIN or Challan Identification Number is generated by the banks, 
once payment in lieu of a generated Challan is successful. It is a 
17-digit number that is 14-digit CPIN plus 3-digit Bank Code. 
CIN is generated by the authorized banks/Reserve Bank of India 
(RBI) when payment is actually received by such authorized 
banks or RBI and credited in the relevant government account 
held with them. It is an indication that the payment has been 
realized and credited to the appropriate government account. 
CIN is communicated by the authorized bank to taxpayer as well 
as to GSTN.



BRN or Bank Reference Number is the transaction number 
given by the bank for a payment against a Challan

E-FPB stands for Electronic Focal Point Branch. These are 
branches of authorized banks which are authorized to 
collect payment of GST. Each authorized bank will 
nominate only one branch as its E-FPB for pan India 
transaction.



What is Common Portal?

Common portal means the common goods and services 
tax electronic portal referred to in section 146 of the 
GST Act.

All returns are to be filled and payments to be made 
through this common portal.



What is Return?

A return is a document containing details of income 
which a taxpayer is required to file with the tax 
administrative authorities. This is used by tax authorities 
to calculate tax liability.

Under GST, a registered dealer has to file GST returns that 
include:

a. Purchases

b. Sales

c. Output GST (On sales)

d. Input tax credit (GST paid on purchases)



Different Types of Returns 
applicable under GST: 

GST return can be filed using different forms depending on 
the type of transaction and registration of the taxpayer. 
Return forms for normal taxpayers are:



GSTR-1

GSTR-1 return form has to be filed by a registered taxable 
supplier with details of the outward supplies of goods and 
services. This form is filled by the supplier. The buyer has to 
validate the auto-populated purchase information on the form 
and make modifications if required. The form will contain the 
following details:

a. Business name, period for which the return is filed, Goods 
and Services Taxpayer Identification Number (GSTIN).

b. Invoices issued in the previous month and the corresponding 
taxes collected.

c. Advances received against a supply order that has to be 
delivered in the future.

d. Revision in outward sales invoices from the previous tax 
periods.

GSTR-1 has to be filed by 10th of the following month.



GSTR-2

GSTR-2 return form has to be filed by a registered taxable 
recipient with details of the inward supplies of goods and 
services. The form will contain the following details:

a. Business name, period for which the return is filed, Goods 
and Services Tax Identification Number (GSTIN).

b. Invoices issued in the previous month and the 
corresponding taxes collected.

c. Advances received against a supply order that has to be 
delivered in the future.

d. Revision in outward sales invoices from the previous tax 
periods.

GSTR-2 has to be filed by 15th of the following month.



GSTR-3

GSTR-3 return form has to be filed by a registered taxpayer     
with details that are automatically populated by from GSTR-
1 and GSTR-2 returns forms. The taxpayer has to verify and 
make modifications, if any. GSTR-3 return form will contain 
the following details:

a. Details about Input Tax Credit, liability, and cash ledger.

b. Details of tax paid under CGST, SGST, and IGST.

c. Claim a refund of excess payment or request to carry 
forward the credit.

GSTR-3 has to be filed by 20th of the following month.



GSTR-4

GSTR-4 return form has to be filed by taxpayers who have 
opted for the Composition Scheme. Taxpayers with small 
business or a turnover of up to Rs.75 lakh can opt for the 
Composition Scheme wherein he or she have to pay tax at a 
fixed rate based on the type of business. Taxpayers under this 
scheme will not have input tax credit facility. GSTR-4 
quarterly return form will contain the following details:

a. The total value of consolidated supply made during the 
period of return.

b. Details of tax paid.

c. Invoice-level purchase information.

GSTR-4 has to be filed by 18th of the following month.



GSTR-5

GSTR-5 return form has to be filed by all registered non-
resident taxpayers. This form will contain the following:

a. Name and address of the taxpayer, GSTIN, and period of 
return.

b. Details of outward supplies and inward supplies.

c. Details of goods imported, any amendments in goods 
imported during the previous tax periods.

d. Import of services, amendments in import of services

e. Details of credit or debit notes, closing stock of goods, 
and refund claimed from cash ledger.

GSTR-5 has to be filed by 20th of the following month.



GSTR-6
GSTR-6 return form has to be filed by all taxpayers who are 
registered as an Input Service Distributor. This form will contain 
the following:

a. Name and address of the taxpayer, GSTIN, and period of return.
b. Details of input credit distributed.
c. Supplies received from registered persons.
d. The amount of input credit availed under the current tax period.
e. Details of inward supplies will be auto-populated from GSTR-1 

and GSTR-5 return forms.
f. Details of the receiver of input credit corresponding to his or her 

GSTIN.
g. Details of credit or debit notes.
h. Input tax credit received, input tax credit reverted, and input tax 

credit distributed as SGST, CGST, and IGST.
GSTR-6 has to be filed by 13th of the following month.



GSTR-7

GSTR-7 return form has to be filed by all registered 
taxpayers who are required to deduct tax at source under the 
GST rule. This form will contain the following:

a. Name and address of the taxpayer, GSTIN, and period of 
return.

b. TDS details and amendments in invoice amount, TDS 
amount or contract details.

c. TDS liability will be auto-populated. Details of fees for late 
filing of return and interest on delayed payment of TDS.

d. Refund received from Electronic Cash Ledger will be auto-
populated.

GSTR-7 has to be filed by 10th of the following month.



GSTR-8

GSTR-8 return form has to be filed by all e-Commerce operators 
who are required to collect tax at source under the GST rule. This 
form will contain details of supplies effected and the amount of 
tax collected under Sub-section (1) of Section 43C of Model GST 
Law. Other details include:

a. Name and address of the taxpayer, GSTIN, and period of 
return.

b. Details of supplies made to registered taxable person and 
amendments, if any.

c. Details of supplies made to unregistered persons.

d. Details of Tax Collected at Source.

e. TDS liability will be auto-populated. Details of fees for late 
filing of return and interest on delayed payment of TDS.

GSTR-8 has to be filed by 10th of the following month.



GSTR-9

GSTR-9 return form is filed by normal taxpayers with details 
of all income and expenditure for the year. This detail will be 
regrouped in accordance with the monthly returns. The 
taxpayer will have the opportunity to make modifications in 
the information provided if required. GSTR-9 has to be filed 
by 31st December of the following financial year along with 
the audited copies of the annual accounts.



GSTR-10

GSTR-10 return form has to be filed by any taxpayer who 
opts for cancellation of GST registration. This form will 
contain the following:

a. Application Reference Number (ARN).

b. Date of cancellation of GST registration.

c. Unique ID of cancellation order.

d. Date of cancellation order.

e. Details of closing stock including amount of tax payable 
on closing stock.

GSTR-10 final return form has to be filed within 3 months 
of the date of cancellation or date of cancellation order, 
whichever is later.



GSTR- 11

GSTR-11 return form has to be filed by everyone who has 
been issued a Unique Identity Number (UIN) and claims a 
refund of the taxes paid on inward supplies. This form will 
contain the following details:

a. Name of the government entity, UIN, and period of return.

b. All inward purchases from GST registered supplier will be 
auto-populated.

c. Based on the above mentioned details, the tax refund will 
be made. 

GSTR-11 form has to be filed on 28th of the month, 
following the month for which supply was received.



PROCESS COSTING

Meaning and Definition: “Process costing 

is used to ascertain the cost of each stage 

of manufacturing where material is passed 

through various processes to obtain a final 

product to result, with by products in many 

cases at different stages”.

--------- By Lunt and Riply



Process costing is a method applied to

industries where the material has to pass

through two or more production processes

for being converted into a finished product.

Where the production is continuous and

the end product is the result of a sequence

of process and where each plant is divided

into separate process centers, it becomes

necessary to ascertain the cost of

production in each process.



Thus, process costing is a method of costing

designed to ascertain the cost of production in

each process.

In this method the finished product of one

process will be transferred to the next process

for the further production. Thus, when the

finished product of one process is transferred to

the next process it becomes input or raw

material for the next process.

When the finished product or output is

transferred to the next process the cost of one

process are also transferred to the next process

and it is only in the last process the total cost of

production is ascertained.



For which industries the process 

costing is applied?

The process costing can applied to the 

following industries:

a. Chemical industries

b. Paper industries

c. Rubber industries

d. Oil refining industries

e. Textile industries

f. Soap making industries

g. Biscuit works etc.



Application of the process costing:

1. The factory is divided into different processes

and an account is kept for each process.

2. The costs of each process will be debited to the

respective process account.

3. As the production moves from one process to

another process, the output and the total cost

of that process will be transferred to the next

process. Thus, the output of one process

becomes input of another next process.



4. The total cost of each process is divided

by the units manufactured in that process

to get the cost per unit of that process.

5. The record of each process is to be

maintained in such a way that, the output,

input, waste, scrap, loss and gain of each

process can be easily ascertained.



PROCESS LOSSES:

In all manufacturing industries some kind of loss 

is inevitable or unavoidable. Generally, this loss 

is classified into two groups namely:

I) Normal loss and 

II) Abnormal Loss



I) Normal loss: It is such kind of loss which

is a part of normal production. It is the loss

which is unavoidable on account of

inherent nature of materials. Since such

loss is expected under normal conditions it

is always estimated in terms of percentage

well in advance on the basis of past

experience.



Treatment of normal loss in process account:

The normal loss is calculated in terms of percentages on

the input of the process. This normal loss is recorded

only in terms of quantity. Thus, the normal loss will

reduce the quantity of output. The units of normal loss

therefore, recorded on the credit side of concerned

process account. Where such normal loss possesses

some scrap value such value is also credited to the

concerned process account.

Therefore, when there is a normal loss in the process,

then the normal production or normal out put is:

Normal production or Normal output

= Input - % of normal loss 



II. Abnormal Loss:

A loss which is not common to the

production or the occurrence of which is

not generally expected in the ordinary

course of production is called abnormal

loss.

Where the loss is caused by unexpected

or abnormal conditions and if it is beyond

the limit and control is called abnormal

loss.



Treatment of abnormal loss in process

account:   

The abnormal loss is not allowed to affect

the normal cost of production. To find out

the units of abnormal loss the actual

output of the process and normal output of

the process will be compared. If the actual

production is less than the normal

production then, there is abnormal loss.



Therefore,

Units of abnormal loss 

=   Normal production (output) –

Actual Production (output)

The units of abnormal loss along with the

value of abnormal loss are credited to the

concerned process account. Then, the

calculation of abnormal loss is as follows:



Value of Abnormal loss =

Where: 

1. Normal production = Input - % of normal loss

2. Units of abnormal loss= Normal production –

Actual production.

Pr Pr

Pr ( )

Total Debit of ocess Total Credit of ocess
X Abnormal Loss Units

Normal oduction Output





Abnormal Gain:

When the actual production or actual

output is more than the normal production

(output) then there is abnormal gain. The

difference between actual production and

normal production is called abnormal gain

units.

Abnormal gain units

= Actual production – Normal production



Treatment of abnormal gain in process 

account:

The units of abnormal gain along with the 

value of abnormal gain are debited to the 

concerned process account.

Value of Abnormal gain =

Note: While transferring the units from one process

to another process, only actual output is to be

transferred irrespective of abnormal loss or

abnormal gain.

Pr Pr

Pr ( )

Total Debit of ocess Total Credit of ocess
X Abnormal Gain Units

Normal oduction Output





Steps to be followed to prepare the process account:

a. Normal loss units to be calculated based 

on the percentage on input and recorded 

on credit side of process account along 

with scrap value.

b. Normal production or output

= Input – Normal loss units

c. Actual output to be taken



d. Compare the actual output with normal 

output

e. The difference may be abnormal loss or 

abnormal gain

f. If actual output is less than normal output, 

then there is abnormal loss

g. If actual output is more than normal 

output, then there is abnormal gain

h. Units of abnormal loss =   

Normal production (output) – Actual 

Production (output)
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Examples on finding equation of 
sphere passing through given points

1. Find equation of sphere passing through origin 
and the points(0, 1, -1), (-1, 2, 0) and (-1,2, 3).

Soln.: Let the required equation of the sphere be 

x2+y2+z2+2ux +2vy+2wz+d=0----------(1)

It passes through the origin, we put x=0 , y =0, z=0 
in (1)



0 + d =0
d =0 ---------------(2)
Next (1) passes through the point (0,1,-1), 
(-1,2,0)  and (-1, 2, 3)
Therefore we have,                          
0+1+1+2u(0) + 2v(1)+2w(-1)=0
i.e 2+2v-2w=0
i.e. 1+u-w=0------------(3)
Next 1+4+0+2u(-1)+2v(2)+2w(0)=0
i.e 5 -2u+4v=0----------(4)
Also
1+4+9+2u(-1) +2v(2) + 2w(3)=0
i.e 14-2u+4v+6w=0  ------(5)
Substitute -2u +4v =-5 from (4) in (5) we get  



14 -5 +6w=0 => 6w = -9

=> w = -3/2 

Put w in (3) we get, 1+u +3/2= 0

=>u= -5/2

From (4) we have

5 -2u+4v=0

i.e 5 – 2(-5/2)+4v= 0

i.e. 10 +4v =0 

v = -5/2

Then from(1), req. eqn.of sphere is

x2+y2+z2+2(-5/2)x +2(-5/2)y+2(-3/2)z+d=0

x2+y2+z2 -5x-5y+2(-3/2)z+0=0

i.e x2+y2+z2+ -5x-5y -3z =0



2. Find equation of sphere passing through origin 
and the points(-1, 1, 1), (1-1, 1) , (1,1,-1).

Soln.: Let the required equation of the sphere be 

x2+y2+z2+2ux +2vy+2wz+d=0----------(1)

It passes through the origin, we put x=0 , y =0, 
z=0,  in (1)



0 + d =0

d =0 ---------------(2)

Next (1) passes through the point (-1,1,1), 

(1,-1,1)  and (1, 1, -1)

Therefore we have,                          

1+1+1+2u(1) + 2v(-1)+2w(1)=0

i.e 3+2u-2v+2w=0

i.e. u-v+w= -3/2------------------------(3)

Similarly we have u+v-w= -3/2-----(4)

And –u+v+w= -3/2---------------------(5)

Adding (3) and (5) we get 2w = -6/2

w = - 3/2



Similarly ,

From (4) and (5) we get v = -3/2 

And from (3) and (4) we get u = -3/2

Then from(1), req. eqn.of sphere is

x2+y2+z2 + 2(-3/2)x+ 2(-3/2)y+2(-3/2)z+0=0

i.e x2+y2+z2 - (3)x- 3y- (3)z =0

i.ex2+y2+z2 -3x-3y -3z =0



Sphere with centre at origin



Section of sphere by the Plane

If the plane ax+by+cz+d=0 cuts the sphere
x2+y2+z2+2ux +2vy+2wz+d=0 then what is the
section?

We observe the following figure:
Sphere Plane 



Section of sphere by the Plane

If the plane ax+by+cz+d=0 cuts the sphere
x2+y2+z2+2ux +2vy+2wz+d=0 then what is the
section?

We observe the following figure:
Sphere Plane 



Section of sphere by the Plane

If the plane ax+by+cz+d=0 cuts the sphere
x2+y2+z2+2ux +2vy+2wz+d=0 then what is the
section?

We observe the following figure:
Sphere Plane 



Section of sphere by the Plane

If the plane ax+by+cz+d=0 cuts the sphere
x2+y2+z2+2ux+2vy+2wz+d=0 then what is the
section?

We observe the following figure:
Sphere 



Section of sphere by the Plane

If the plane ax+by+cz+d=0 cuts the sphere
x2+y2+z2+2ux+2vy+2wz+d=0 then what is the
section?

We observe the following figure



Section of sphere by the Plane

If the plane ax+by+cz+d=0 cuts the sphere
x2+y2+z2+2ux+2vy+2wz+d=0 then what is the
section?

We observe the following figure

See, we get two sections in both surface of section is
circle



Section of sphere by the Plane

If the plane ax+by+cz+d=0 cuts the sphere
x2+y2+z2+2ux+2vy+2wz+d=0 then what is the
section?

We observe the following figure :



Section of sphere by the Plane

If the plane ax+by+cz+d=0 cuts the sphere
x2+y2+z2+2ux+2vy+2wz+d=0 then what is the
section?

We observe the following figure :

O

C
A



Section of sphere by the Plane

If the plane ax+by+cz+d=0 cuts the sphere
x2+y2+z2+2ux+2vy+2wz+d=0 then what is the
section?

We observe the following figure :

O

C
A



Section of sphere by the Plane

If the plane ax+by+cz+d=0 cuts the sphere
x2+y2+z2+2ux+2vy+2wz+d=0 then what is the
section?

We obtain CA by equation (3).

Thus general equation of circle

can be given by

x2+y2+z2+2ux+2vy+2wz+d=0

and ax+by+cz+d1=0

i.e combinedly these two

gives circle.

O

C A



Section of sphere by the Plane
If the plane ax+by+cz+d=0 cuts the sphere
x2+y2+z2+2ux+2vy+2wz+d=0 then what is the
section?

We observe the following figure :

O

CA



Theorem: Prove that the section of the sphere
x2+y2+z2+2ux+2vy+2wz+d=0 by the plane ax+by+cz+d=0
is a circle and hence find its centre and radius

Proof: Given Sphere is
x2+y2+z2+2ux+2vy+2wz+d=0 ---------(1)
And given plane ax+by+cz+d=0-------(2)

Let O(-u, -v, -w) be centre of sphere (1)
Let OC be the perpendicular drawn    
from O to the plane (2)

Let A be any point on the section of a 
sphere (1) by plan (2).

Let CA be any line through C, hence CA is perpendicular to 
OC, and OA is radius of the sphere (b’cz, O is the centre of the 
sphere and A be any point on the surface of the sphere)



And OC = Length of Perpendicular from O(-u,-v,-w)

to the plane (2)       

From the right angled triangle OCA, we have

OA2 = OC2 + CA2 or CA2 = OA2  - OC2 = constant 

as OA and OC are constant

Hence distance of any point A from C is constant 

This is true only when section is circle.



Thus the section of the sphere 
x2+y2+z2+2ux+2vy+2wz+d=0 by the plane 
ax+by+cz+d=0 is a circle. And its radius is CA and 
centre is C.

We have to find coordinates of C and length OC . 



Different Sections of sphere by the Plane

Minor sections Semi sphere Major section

For all these sections , surface is circle.
Note: (i) Hence equation of circle of section is given by 
S: x2+y2+z2+2ux+2vy+2wz+d=0 and Plane ax+by+cz+p=0 

Great circle



(ii) GREAT CIRCLE

CIRCLE 

CENTRE OF CIRCLE IS 
SAME AS  CENTRE OF 
SPHERE.

If the section of a sphere 
by plane passes through 
centre of sphere , then 
section is called as great 
circle .



(ii)  GREAT CIRCLE

CIRCLE 

CENTRE OF CIRCLE IS 
SAME AS  CENTRE OF 
SPHERE.

Hence any great circle 
divides the sphere into two 
hemi spheres. 



Intersection of two spheres



(iii). Intersection of two spheres whose equations 
are 

S1  =  x2+y2+z2+2u1x+2v1y+2w1z+d1=0  and  

S2 =   x2+y2+z2+2u2x+2v2y+2w2z+d2=0

is taken as S1 – S2 = 0

i.e 2(u1 – u2)x +2(v1 – v2)y+ 2(w1 – w2)z+d1– d2 =0

which is plane i.e circle.

Circle



4. Spheres passing through the circle,
x2+y2+z2+2ux+2vy+2wz+d=0,

ax+by+cz+p=0



4. Spheres passing through the circle, 
S :x2+y2+z2+2ux+2vy+2wz+d=0 and  
P: ax+by+cz+p=0 is S+ P=0



5. Sphere which is common for two circles 

Circle   (1)

Circle   (2)

Common Sphere 
enclosing these two 
circles



Eg . Find equation of Sphere passing through 
circle x2+y2+z2=9 and 2x+3y+4z=5 and passing 
through the point (1,2,3)

Circle   

Req.Sphere passing through given   
circle  passing through  given point

(1,2,3)



Eg . Find equation of Sphere passing through 
circle x2+y2+z2 -2x+2y+4z-3=0 and 3x+4y=14 
and touching the plane 2x+y+z+4=0 

Circle   

Req.Sphere passing through given   
circle touching given plane

given plane



Eg . Find equation of Sphere passing through 
circle x2+y2+z2 -2x+2z=2 and y+z=7 and 
touching the plane y=0 

Circle   (1)

Req.Sphere passing through given   
circle touching given plane

plane y=0



Eg . Find equation to the circle which has  centre 
at (-2,2,1) lies on the sphere x2+y2+z2+5x-7y+2z-
8=0.

Req. Circle we have to 
find  lies on the sphere
With centre (2,2,1)

given Sphere 

(-2,2,1)

O 

C A 



Business Law or Mercantile Law

Introduction: 

Man is a social animal. He lives in society with his fellow
beings. When living so, he has to observe a code of
conduct or a set of rules for peaceful living and welfare of
the whole society.

These rules of conduct, when recognised by the State
and enforced by it on people are termed as Law.

Such law is not static. It changes when circumstances and
conditions in the society change. Law is therefore
dynamic.



What is Law?

The word ‘law’ is a general term and has different 
connotations for different people, e.g.,

 A citizen may think of law as a set of rules which he 
must obey.

 A lawyer who practices law may think of law as a 
vocation.

 A legislator may look at law as something created by 
him.

 A judge may think of law as guiding principles to be 
applied in making decisions. 



Need for the Knowledge of Law:

Ignorance of law is not an excuse. Though it is not
possible for a common man to learn every branch of
law, yet he must know at least the general principles of
the law of his country.

Knowledge of Mercantile Law or Business Law is
essential to people engaged in various economic and
commercial activities i.e. business activities.

The general knowledge of mercantile law will certainly
help businessmen to solve their business problems and
avoid conflicts with others.



 Meaning and Scope:

The term ‘Mercantile or Business Law’ may be
defined as that branch of law which deals with the
rights and obligations arising out of business
transactions between businessmen.

It consists of those rules that govern and regulate
trade, commerce and industry.

It is one of the important branches of Civil Law.
Mercantile law is also known as Business Law.



The scope of mercantile law is very wide and varied.

It includes law relating to contracts, partnership,
companies, sale of goods, negotiable instruments,
carriage of goods, insolvency and arbitration and
applies not only to businessmen but also to bankers
and other professional men as well as to common
people. Hence it is also known as Business Law.



Law of Contract

Introduction:

Law of Contract is one of the most important branches
of mercantile law. It is the foundation of modern
business.

In business, promises are made at one time and are
performed at another time.

To see that the promises made are duly performed by
the parties to the Contract and to carry on the business
smoothly, the law of Contract came into force.

The law of Contract lays down the rules relating to
promise, their formation, their performance and their
enforceability.



Indian Contract Act 1872

It determines the circumstances in which promise
made by the parties to a contract shall be legally
binding on them.

All of us enter into a number of contracts everyday
knowingly or unknowingly. Each contract creates some
right and duties upon the contracting parties.

Indian contract deals with the enforcement of these
rights and duties upon the parties.



Meaning of Contract:

According to Section 2(h) of the Indian Contract Act
1872, “A contract is an agreement enforceable by law”.

According to Fredrick Pollock, “Every agreement and
promise enforceable by law is a contract”.

A contract is legally binding agreement between two
or more persons.

A contract is an agreement between two or more
parties which is enforceable at law.



From the above definitions, a contract essentially 
consists of two elements:

1. an agreement and

2. its legal enforceability i.e. legal obligation.



1. Agreement: 

An agreement is defined as “every promise and every 
set of promises, forming consideration for each other.” 
[(Sec 2.(e)]. 

Thus it is clear from this definition that a promise is an 
agreement. 

Sec. 2(b) defines. “A proposal, when accepted, becomes 
a promise.”

Thus, an agreement means an accepted proposal.

To sum up:

Agreement = Offer + Acceptance



Therefore, to form an agreement, there must be a
proposal or an offer by one party and its acceptance by
the other party. An agreement has two main
characteristics.

a. Plurality of Persons: There must be two or more
than two persons to make an agreement, because
one person cannot enter into an agreement with
himself.

b. Consensus-ad-idam: Both the parties to an
agreement must agree upon the subject-matter of
the agreement in the same sense and at the same
time.



2. Legal Obligation: An agreement which creates a
legal obligation between the parties becomes contract.
If an agreement cannot create a legal obligation i.e., a
duty enforceable by law, it is not a contract.

Therefore, agreements of moral, religious or social
nature are not contracts because they do not create any
legal obligation.



Examples:

A promise to attend Pooja ceremony or dinner at your
friend’s house is not a contract and failure to attend
will not create any legal obligation.

An agreement to buy a horse at Rs. 500 is a contract
because it gives rise to legal obligation.

Thus, there are various kinds of agreements but all
these agreements are not contracts. “Only those
agreements which are legally enforceable by law and
which therefore create legal obligation on the parties
concerned constitute contracts.



 ESSENTIAL ELEMENTS OF A VALID CONTRACT

According to Sec. 10, the following are the essential 
elements of a Contract.

1. Offer and Acceptance: There must be an agreement
based on a lawful offer made by one person to
another and lawful acceptance of that offer by the
other person.

2. Intention to Create Legal Relationship: The
intention of the parties entering into an agreement
must be to create legal relationship between them. If
there is no such intention on the part of the parties,
there cannot be any contract between them.



3. Lawful Consideration: An agreement to form a
valid contract should be supported by
consideration. Consideration means “something in
return” It can be cash, kind, an act or abstinence. It
can be past, present or future. However,
consideration should be real and lawful.

4. Capacity of Parties: In order to make a valid
contract the parties to it must be competent to be
contracted. According to section 11 of the Contract
Act, a person is considered to be competent to
contract if he satisfies the following criterion:

a. The person has reached the age of maturity.

b. The person is of sound mind.

c. The person is not disqualified from contracting by any law



5. Free Consent: To constitute a valid contract there
must be free and genuine consent of the parties to
the contract. It should not be obtained by
misrepresentation, fraud, coercion, undue influence
or mistake.

6. Lawful Object: The object of the agreement must 
not be illegal or unlawful.

7. Agreement not declared Void: Agreements which
have been expressly declared void or illegal by law
are not enforceable at law; hence they do not
constitute a valid contract.



8. Certainty: The agreement must be certain and not 
vague or indefinite. It must be possible to ascertain 
the meaning of the agreement. 

Example: X agrees to sell one of his horses to Y at a 
reasonable price. Here the agreement is vague as to 
the horse and the price. Hence it is a void contract



9. Possibility of Performance: The agreement must 
be capable of being performed. “An agreement to an 
act impossible in itself is void.” An agreement to do 
an impossible act either physically or legally cannot 
be enforced by law.

10. Legal Formalities: The agreement may be oral or in 
writing. Where it is to be in writing, it must comply 
with the necessary legal requirements as to writing, 
registration, attestation etc. If the agreement does 
not comply with these requirements, it cannot be 
enforced.



Differences between an agreement and contract:

The terms agreement and contract are not one and the 
same. They differ from each other in some respects. 
The main differences are as follows.

1. Every promise or every set of promises, forming 
consideration for each other, is an agreement. On the 
other hand an agreement enforceable at law is a 
contract.



2. An agreement is the sum total of offer and its 
acceptance. But a contract is the sum total of 
agreement and its enforceability at law     

( i.e. the sum total of  offer, its acceptance and the 
enforceability of the obligation at law.)

2. An agreement may or may not create legal 
relationship, whereas a contract necessarily creates 
legal relationship.

3. An agreement is a wider concept and contract is a 
narrow contract.

4. All agreements are not contracts, where as all 
contracts are agreements.



Classification of Contract:

Contract may be classified on the basis of their 

(a) enforceability, 

(b) formation or 

(c) performance.



(a) Classification on the basis of enforceability they 
are classified as 

(1) Valid 

(2) Voidable 

(3) Vide or 

(4) Unenforceable or illegal.



1. Valid Contract: Agreements enforceable by law are 
valid contracts.

2. Voidable: Agreements which are enforceable at the 
option of one or more of the parties are voidable.

3. Void Contract: Agreements not enforceable by law 
are void contracts.

4. Un-enforceable Contracts: Agreements which are 
not enforceable because of some technical defects.

5. Illegal Contracts: Agreements which are contrary to 
the law, that means forbidden by law are illegal 
contracts.



(b) Classification on the basis of Formation:

Contracts are classified as express, implied and 
constructive on the basis of formation.

1. Express Contracts: Where the terms and conditions 
are expressly agreed by words spoken or written.

2. Implied Contracts: Where the terms and conditions 
are inferred from the acts or conduct of the parties.

3. Constructive: Where the terms and conditions do 
not arise out of agreement but are created by law.



(c) Classification the basis of performance:

On the basis of performance contracts are classified as 
executed, or executory.

1. Executed Contracts: It means both the parties to the 
contract have performed their obligations.

2.Executory Contracts: Executory contract is one in 
which the parties to the contract have not yet 
performed their obligations. 



Offer and Acceptance:

Every contract begins with an offer. The first step
towards the creation of a contract is that one party
should make a proposal or an offer to the other party
to do or not to do something. So, one can rightly say
that an offer is an essential element of a contract.



Meaning of Proposal or Offer:

According to Sec. 2(a), “When one person signifies to 
another his willingness to do or to abstain from doing 
anything, with a view to obtaining the assent of that 
other to such an act or abstinence, he is said to make a 
proposal.”

The person making the offer or proposal is called the 
offeror, proposer, or promisor and the person to whom 
it is made is called the oferee or promise. 



Essentials of a Valid Offer or Proposal:

1. A valid offer must intend to create legal
relations: It must not be a casual statement. If the
offer is not intended to create legal relationship, it is
not an offer in the eyes of law.

For example; Sunil invites Sridhar to a dinner party
and Sridhar accepts the invitation. Sridhar does not
turn up at the dinner party. Sunil cannot sue Sridhar
for breach of contract as there was no intention to
create legal obligation. Hence, an offer to perform
social, religious or moral acts without any intention
of creating legal relations will not be a valid offer.



2. The terms of an offer must be definite,
unambiguous and certain: They must not be loose
and vague. A promise to pay an extra Rs. 500 if a
particular house proves lucky is too vague to be
enforceable. for example; Sridhar says to Sunil "I will
give you some money if you marry my daughter". This
is not an offer which can be accepted because the
amount of money to be paid is not certain.



3. An offer may be made to a definite person or to 
the general public: When offer is made to a definite 
person or to a special class of persons, it is called 
"specific offer". 

When an offer is made to the world at large or public 
in general, it is called "general offer". 

A specific offer can be accepted only by that person to 
whom it has been made and a general offer can be 
accepted by any person. 



For example; Sunil promises to give Rs.1,000 to Sridhar,
if he brings back his missing dog. This is a specific
offer and can only be accepted by Sridhar.

Sunil issues a public advertisement to the effect that he
would give Rs.1,000 to any one who brings back his
missing dog. This is a general offer. Any member of the
public can accept this offer by searching for and
bringing back Sunil's missing dog.



4. An offer to do or not to do must be made with a 
view to obtaining the assent of the other party:
Mere enquiry is not an offer. 

5. An offer should contain any term or condition:
The offeror may prescribe any mode of acceptance. 
But he cannot prescribe the form or time of refusal so 
as to fix a contract on the acceptor. He cannot say 
that if the acceptor does not communicate his 
acceptance within a specified time, he is deemed to 
have accepted the offer. 



6. The offeror is free to lay down any terms and 
conditions in his offer: If the other party accepts it, 
then he has to abide by all the terms and conditions of 
the offer. It is immaterial whether the terms and 
conditions were harsh or ridiculous. The special terms 
or conditions in an offer must be brought to the notice 
of the offeree at the time of making a proposal. 



7. An offer is effective only when it is 
communicated to the offeree: Communication is 
necessary whether the offer is general or specific. The 
offeror may communicate the offer by choosing any 
available means such as a word of mouth, mail, 
telegram, messenger, a written document, or even 
signs and gestures. 

Communication may also be implied by his conduct. 
A person can accept the offer only when he knows 
about it. If he does not know, he cannot accept it. An 
acceptance of an offer, in ignorance of the offer, is no 
acceptance at all.



ACCEPTANCE:

Section 2(b) of Indian Contract Act defines an
acceptance as” When the person to whom the proposal
is made signifies his assent thereto, the proposal is
said to be accepted.” A proposal when accepted
becomes a contract.

Acceptance is the act of assenting by the offeree to the
offer. An acceptance is the expression, by the offeree,
of his assent, consent or willingness to the terms of the
offer and establishment of legal relations.



Acceptance may be express or implied.

Express acceptance: When the acceptance is
communicated by words spoken or written or by doing
some required act, then it is called express acceptance.

Implied acceptance: When acceptance is to be
gathered from the surrounding circumstances or the
conduct of the parties, then it is called implied
acceptance.



Who can accept?

Acceptance of particular offer: When an offer is
made to a particular person, it can be accepted by him
only. If it is accepted by any other person, there is no
valid acceptance.

Acceptance of general offer: When an offer is made
to world at large, any person to whom the offer is made
can accept it.



Essentials of a Valid Acceptance:

1. Acceptance by the Offeree: Offeree is the person to 
whom the proposal or offer is made. Acceptance must 
be made by the person to whom the proposal is made. 

If any other person accepts the proposal, it is not valid
in law. He will not get any right in law unless it is a
general offer.

The offeror has made the offer to a specific person in
order to get his assent. So it must be accepted by that
specific person. Then only there will be an agreement
and a resulting contract.



Example: ‘A’ advertises a reward of Rs 10,000/- to
anyone who gives information of his lost son: B gives
the information but is ignorant of the reward. After
some time, B claims the reward. It was held that B is
not entitled to the reward as he gave the information
without being aware of the offer.



2. Acceptance in time: In case of specific offers, the
one who makes the offer generally gives a certain
time within which the offer should be accepted by
the offeree.

This is done for giving certainty to the offer. So the
acceptance must be within the time specified. But
there are cases in which no time is specified. In such
cases the acceptance must be within a reasonable
time.

After the time is over, the offer is not valid and 
cannot be accepted in the eyes of law. (Ramsgate 
Victoria Hotel Co. Vs Montefore)



3. Acceptance must be unconditional: The acceptance
must be for the whole offer and without any change in
the terms of the offer.

A conditional or qualified acceptance is no acceptance 
in the eyes of the law. Even a slight deviation from the 
terms of offer would make the acceptance invalid. 

In fact a conditional acceptance is a counter offer and
not an acceptance. If A offers an article to B for Rs.
100/- the acceptance by B to buy the article for Rs.
90/- is no acceptance in the eyes of the law.



4. Communication: Very much like the offer the
acceptance should also be communicated. Mere silence
cannot be considered accepting the terms of the offer.
So the acceptance must be made in some visible form.

(Powell Vs Lee)



5. Particular method of acceptance: If the terms of
the offer specify it to be accepted in some particular
form, it should be made so. The person who made the
offer can rightly reject the acceptance if it is not made
in the form prescribed.

Example: If the offeror prescribes ‘acceptance by
telegram’ and the offeree sends his acceptance by
ordinary post, there is no acceptance of the offer, if the
offeror informs the offeree that his acceptance is not
according to the prescribed mode.

But if the offeror fails to do so, it will be presumed that
he has accepted the acceptance and a valid contract is
created between them.



6. Acceptance must succeed an offer: Acceptance 
must be given only after receiving the offer and not 
before receiving it. If the acceptance precedes the offer, 
it is not a valid acceptance and does not result into a 
contract. (Lalman Shukla Vs Gouri Dutt).



In this case, Gouri Dutt’s nephew was missing. So,
Gouri Dutt sent his servant, Lalman Shukla to search
for the boy. After Lalman Shukla left for searching the
boy, Gouri Dutt announced a reward of Rs. 501/- to
anybody who would trace the boy.

Lalman Shukla traced the boy in ignorance of Gouri
Dutt’s offer of reward. But, later on, when he came to
know of the reward, he demanded the reward offered.
Gouri Dutt refused to give the reward. At this, Lalman
Shkla filed a suit against Gouri Dutt for the reward
offered. It was held by the court that Lalman Shukla
was not entitled to the reward of which he was
ignorant.



Communication of Offer, Acceptance and 
Revocation:

 Section 2(a) of Indian Contract Act 1972 says that
when a person signifies his willingness to do or to
abstain from doing something to another, with a view
to obtaining the assent of that another, he is said to
make a proposal.

 Further, section 2(b) says that when the person to
whom the proposal is made signifies his assent, the
proposal is said to be accepted. The important point to
note here is that the party making the proposal or the
party accepting the proposal must "signify" their
willingness or assent to the other party.



 Thus, a promise cannot come into existence unless the
willingness or assent is communicated to the other
party. Further, even the revocation, if any, must be
communicated to the other party for it to take effect.
Therefore, communication is the most critical aspect
in the making of a contract.

1. Communication of an offer: The communication of
an offer is complete when it comes to the knowledge of
the person to whom it is made i.e. when the letter
containing the offer reaches the offeree and not when
it is posted.



Example: For example, if A sends a proposal in the
mail to B and if the mail is lost, it can be held that the
communication of the proposal is not complete. In the
case of Lalman vs Gauridatta 1913, it was held that the
reward for the missing child cannot be claimed by a
person who traced the child without any knowledge of
the announcement. There was no contract between
the two in the first place because the proposal never
came to the knowledge of the person who found the
child and thus he could never accept it.



2. Communication of an acceptance: Communication
of the acceptance is complete, as against the promisor,
when it is put in course of transmission to
the promisor so as to be out of the power of the
acceptor, as against the acceptor, when it comes to the
knowledge of the promisor.



Example: As soon as B drops a letter of acceptance in
mail back to A, A is bound by the promise. However, B
is not bound by it unless A receives the acceptance
letter.

In the case of Adams vs Lindsell 1818, it was held that a
contract arose as soon as the acceptance was posted by
the acceptor. In this case, the plaintiff received the
offer to sell wool on 5th and they posted an
acceptance, which was received on 9th by the
defendants. The defendants, however, had already sold
the wool on 8th. The court observed that the contract
must arise as soon as the acceptance is posted and is
gone out of the reach of acceptor otherwise this will
result in an infinite loop.



3. Communication of revocation: Communication of
a revocation is complete as against the party who
makes it when it is put in course of transmission to the
party to whom it is made, so as to be out of the power
of the party who makes it; as against the party to
whom it is made, when it comes to the knowledge
of the party to whom it is made.



 For example, if A sends a letter revoking his proposal, 
it will be complete against A as soon as the letter is 
dropped in the mailbox and is out of his control. 
However, the revocation will be held complete against 
B only when B receives the letter.

 Further, if B revokes his acceptance by telegram, it will 
he deemed complete against B as soon as he dispatches 
the telegram. It will be held complete against A, when 
A receives the telegram.



Consideration:

Consideration is the foundation of every contract. The
law enforces only those promises which are made for
consideration.

Where one party promises to do something, it must
get something in return. This something in return is
called consideration.

Consideration is the very life blood of every contract.
In the absence of consideration a promise or
undertaking is purely gratuitous. However, sacred and
binding in honour, it creates no legal obligation.



Definition. 

Consideration has been defined in many ways. According 
to Pollock, “Consideration is the price for which the 
promise of other is bought and the promise thus given for 
value is enforceable.”

It is something which is some value in the eyes of law. It
may be of some benefit to the plaintiff or some detriment
to the defendant.

It is also used in the sense of quid pro quo i.e. something 
in return. A most commonly accepted definition of 
consideration is given in the famous English case Currie 
vs Misa as “ some right , interest, profit or benefit 
accruing to one party or some forbearance, detriment, 
loss or responsibility, given, suffered or undertaken by the 
other”.[(1875)10 Ex.162].



Section 2 (d) of the Indian Contract Act defines 
consideration as-

“When  at the desire of  the promisor, the promisee or 
any other person, has done or abstained from doing , 
or does or abstains from doing, or promises to do or 
abstain from doing something, such act or abstinence 
or promise is called consideration for the promise.”



From the above definition it shows that the consideration 
has four components.

a. It may be an act or abstinence or a return promise done 
at the desire of the promisor.

b. It may be done by the promisor or any other person.

c. It must have been already executed or it is in the 
process of being done or it may be executed.

d. It must be something to which the law attaches a value.



Thus, the consideration need not necessarily be in
cash or in kind.

It may be even an act or abstinence, forbearance or a
promise to do or not do something.

It must be present in the sense or benefit to one party
and a detriment or loss to the other party or detriment
to both.



 Examples:

 A agrees to sell his car for Rs. 76,000 to B and who 
accepts the offer. Here B’s promise to pay Rs. 76,000 is 
the consideration for A’s promise to sell his car, and A’s 
promise to sell his car is the consideration for B’s 
promise to pay Rs. 76, 000

 X promises his debtor Y not file a suit against him for 
six months on Y’s agreement to pay Rs. 200 more. The 
abstinence of X is the consideration for Y’s promise to 
pay extra Rs. 200.

 A promise to act as a legal advisor to B and in return B 
promises to give tution to A’s son. The promise of each 
party is the consideration for the promise of the other 
party.



ESSENTIALS OF VALID CONSIDERATION

1. Consideration must move at desire of the
promisor. An act or abstinence must have been done
at the desire of the promisor only. Any act performed
at the desire of the third party cannot be valid
consideration. (Durga Prasad Vs. Baldeo.)



 In this case Durgaprasad spent money and built a
market at the request of the District collector. The
stalls in the market were occupied by many shop-
keepers, promising to pay commission on the articles
sold in the market. One of the shop-keeper Baldeo failed
to pay the promised commission. Durga Prasad sued
Baldeo to recover the promised commission.

 It was held by the court that the promise of Baldev
could not be enforced against him because the act of
Durga Prasad (construction of the market) was not at
the desire of Baldeo but at the desire of the third party
(the collector of the district).



2. It may move from the promisee or any other
person. Under the English Law, consideration must
move from the promisee. Under the Indian Law,
consideration may move from the promisee or any
other person, i.e., even a stranger. This means that as
long as there is consideration for a promise it is
immaterial who has furnished it. But the stranger to
consideration will be able to sue only if he is a party to
the contract. (Chinnaya Vs Ramayya).



 In this case an old lady, by a deed of gift, made over
certain property to her daughter D, under the direction
that she should pay her aunt, P (sister of the old lady),
a certain sum of money annually. The same day D
entered into an agreement with P to pay her the agreed
amount. Later, D refused to pay the amount on the plea
that no consideration had moved from P to D.

 It was held that, P was entitled to maintain suit as
consideration had moved from the old lady, sister of P,
to the daughter D.



3. Consideration may be past, present or future.

(a) Past Consideration:-A consideration for the act 
done in past is a past consideration. Past 
consideration valid in Indian Contract Act, but it is 
no consideration in English Law.

(b) Present Consideration:-When both the parties are 
ready to move consideration at the same time, it is a 
present consideration.

(c) Future Consideration:-When a party promises to 
or abstain from doing something in future, it is a 
future consideration.



4. Consideration need not to be adequate:  The real 
meaning of consideration is something in return. This 
‘something in return’ need not necessarily be equal in 
value to ‘something given’.  Adequacy is for the parties 
to decide at the time of making the agreement. No 
contract can be refused on the ground of inadequacy 
of the consideration. 



5. Consideration must be real and not illusory: 
Although consideration need not be adequate, it 
must be real, competent and of some value in the 
eyes of the law. 

6. Consideration must be lawful:  In valid contract it 
is necessary that the consideration should be lawful, 
otherwise it will become void and unenforceable.



 EXCEPTIONS:
No doubt without consideration agreement is void but 
it has also exceptions which are following:

1. Case of Love :-
Consideration is not compulsory if an agreement 
made between the parties for natural love and 
affection.

2. Case of An Agent:-
The contract of agency requires consideration, where 
the contract is a promise to appoint an agent.

3. Case of Voluntary Services:-
In case of compensation for voluntary services there 
is a relaxation of consideration.



4. Case of Donation:-
Agreement made for donation is not enforceable for 
want of consideration. A promised amount can not be 
legally recovered where the promisee has done 
nothing on the basis of promise.

Example: - If Mr. Shah promised to donate one lakh 
rupees for the repair of college. College principal did 
nothing for repair. Mr. Shah refused to pay. On a suit 
by principal it was held the Mr. Shah is not liable 
because it did not result any loss to promisee.



5. Case of Gift:-
In case of gift there is no need of any consideration. 
According the law any gift which is actually delivered will 
be valid. It cannot be demanded back on the ground that 
there was no consideration for him.

6. Extension in Time Limit:-
There is no need of any consideration if agreement is 
made to extend time for the enforcement of the contract.

Example :- Mr. Chun agrees to construct the shop for 
Mr. Raju within one year against Rs. 20 lac. Later on the 
request to Mr. Raju to extend the time period for the 
completion of the shop. Mr. Raju accepts the request. It 
is a valid agreement without consideration.



7. Case of Time Barred Debt :-
If a debtor promises to pay a time barred debt, then 
there is no need of consideration. The promise must 
be in written and signed by the debtor or his agent.

8. Contract Under Seal :-
A contract without consideration is valid if it is made 
under seal.

Example :- Mr. Nehra and Mr. Adit enter into 
agreement by writing the partnership deed to form a 
partnership. This contract is valid



FREE CONSENT

Free consent of all the parties to a contract is one of the
essential elements of a valid contract as per requirement
of section 10. The parties to a contract should have
identity of minds. This is called consensus ad idem in
English law.

Two or more persons are said to consent when they agree
upon the same thing in the same sense. (Section 13).

Free consent is the consent which has been obtained by
the free will of the parties out of their own accord.



According to Section 14, consent is said to be free when 
it is not caused by

1. Coercion – as per Sec. 15 or

2. Undue influence – as per Sec. 16 or

3. Fraud – as per Sec. 17 or

4. Misrepresentation – as per Sec. 18

5. Mistake,  subject to the provisions of Sections 20, 21, 
and 22

When consent to an agreement is caused by coercion,
undue influence, misrepresentation or fraud, the
contract is voidable at the option of the party whose
consent was so caused. But when the consent is caused
by mistake, the agreement is void.



1. COERTION:

In simple words, coercion is threat or force used by one
party against another for compelling him to enter in to
an agreement,

Section 15 of the Indian Contract Act defines ‘coercion
as the committing or threatening to commit any act
forbidden by the Indian Penal Code or an unlawful
detaining or threatening to detain, any property to the
prejudice of any person with the intention of inducing
any person to enter into an agreement.’



Coercion is said to have been employed when a person
was forced o enter into a contract by use or under the
threat of use of physical force by the other person
committing or threatening to commit any act
forbidden by Indian Penal Code.



 Example: 

 X threatens to kill Y if he does not sell his house for Rs. 
1, 00,000 to X. Y sells his house to X and receives the 
payments. Here, Y's consent has been obtained by 
coercion. Hence, this contract is voidable at the option 
of Y.

 If Y decides to avoid the contract, he will have to 
return Rs 1,00,000 which he had received from X. "Y" 
(aggrieved party) will return Rs. 1,00,000. "X" 
(defendant party) will return the house and any 
benefit from the goods.



 When voidable contract cannot be canceled: When 
the third party become interested into a voidable 
contract. 

 Example: A obtains the car of B through coercion. 
Let, A sold it to "C" an innocent buyer, now B cannot 
get the contract canceled.
When the aggrieved party ratify / confirm / affirm, 
then contract cannot be canceled.



2. UNDUE INFLUENCE:

Meaning: [section 16(1)]: The term 'undue 
influence' means dominating the will of the other 
person to obtain an unfair advantage over the 
other.

According to section 16(1), a contract is said to be 
induced by undue influence
“Where the relations subsisting between the 
parties are such that one of them is in a position 
to dominate the will of the other, and the 
dominant party uses that position to obtain an 
unfair advantage over the other.”



 When two-partner are in relation, and one of them is 
dominant and other is in weaker position and 
dominant person takes undue-Advantage, then it is 
called "Undue- influence."

There is no presumption of undue influence in the 
following relationships:

Husband and wife, landlord and tenant, Creditor and 
debtor



 Effect of undue influence [section 19A]: when consent 
to an agreement is caused by undue influence, the 
agreement is a contract voidable at the option of the party 
whose consent was so caused.

Comparison between coercion and undue influence:
Similarities: In case of both coercion and undue 
influence, the consent is not free and the contract is 
voidable at the option of the aggrieved party.



3. FRAUD: 

Meaning and essential elements of fraud [section 17] : 

The term 'fraud' means a false representation of fact 
made willfully with a view to deceive the other party. 
Fraud includes following:

Wrong suggestion about a fact, knowing that it is not-
true;

Example: X sells to Y locally manufactured goods as 
imported goods charging a higher price, it amounts to 
fraud. OR 

A seller claimed that his projector is made in 
Singapore, and sold it for Rs. 100,000/- However the 
fact is that "Projector was made in south India".



Active concealment (Hide) of defect in goods:
Example: "A carpenter uses paint to hide the 
scratches over the old furniture and sold it claiming 
that is New". This is fraud. OR 

X a furniture dealer, conceals the cracks in furniture 
sold by him by using some packing material and 
polishing it in such a way that the buyer even after 
reasonable examination cannot trace the defect, it 
would tent amount to fraud through active 
concealment.



Promise made without intention to perform:

Example: 

"A man and a woman underwent a ceremony of 
marriage with the husband not regarding it as a real 
marriage. Held, the husband had no intention to 
perform the promise from the time he made it and 
hence the consent of the wife was obtained under 
fraud. OR

"A farmer agrees to supply 100 kg potato that will be 
produced by him out of his field, after three month". 
Two months has been lapsed, but the farmer neither 
implants seeds, nor does cultivation. This is case of 
fraud.



Any activity declared fraud as per other law; under 
companies act and insolvency acts, certain kinds of 
transfers have been declared to be fraudulent.
Note: In case of fraud, the seller is always liable even 
though buyer has an opportunity to check the fraud.



Whether silence is fraud? 

General concept: According to explanation to section 17, 
"Mere silence as to facts likely to affect the willingness of 
a person to enter into a contract is not fraud".
In other words, Silence is not fraud. It is buyer, who must 
check the goods & suitability.

Example: X purchased a used computer from Z thinking 
it as a computer imported from USA, Z failed to disclose 
the fact to X. On knowing the fact X wants to repudiate 
the contract. So, here X cannot repudiate/ cancel the 
contract.



Exceptions to the general rule:
The general rule that silence does not amount to fraud 
has the following exceptions. 

When silence is equivalent to speech: 

Example: "A student of BBA selects a Business law-
book and asks the seller".  If seller doesn’t stop me 
from buying this book, I will assume that "it is the 
best". The seller remained silent here the student will 
treat "silence" as speech. If the book was inferior, then 
it is a case of fraud.



Disclosure of dangerous nature:

Example: Shyam sold his horse to Ram a buyer for Rs. 
11000/- Shyam knows that horse was "wicked" but fails 
to disclose it to buyer. Here seller has committed fraud 
by remaining silent.



4. Misrepresentation: (Section 18)

The term "misrepresentation" means a false
representation of fact made innocently or non-
disclosure of a material fact without any intention to
deceive the other party.

“Misrepresentation does not involve deception but is
only an assertion of something by a person which is
not true, though he believes to be true.
Misrepresentation could arise because of innocence of
the person making it or because he lacks sufficient or
reasonable ground to make it. A contract which is hit
by misrepresentation can be avoided by the person
who has been misled.





For example: A makes the statement on the
information derived, not directly from C but from M. B
applies for shares on the faith of the statement which
turns out to be false. The statement amounts to
misrepresentation, because the information received
second-hand did not warrant A to make positive
statements to B. (Section 18(1)).



5. Mistake:

An error committed innocently is called mistake. 
Mistake may be ;

A. Mistake of Law

i. Mistake of General Law of Country.

ii. Mistake of Foreign Law

iii. Mistake of Private Rights of a Party Relating to 
Property and Goods etc.

B. Mistake of Fact

i. Bilateral Mistake

ii. Unilateral Mistake



A. Mistake of Law: 

i. Mistake of General Law: Every citizen of the
country is expected to know the law of his nation.
The maxim ‘ignorance of law is no excuse’ is
applicable and the party cannot be allowed any relief
on that ignorance.

No citizen can claim excuse on the grounds of
ignorance of law. It does not give right to the parties
to avoid the contract, stating the effect of mistake as
to law. According to Sec. 21 ‘a contract is not
voidable because it was caused by a mistake as to any
law in force in India.



ii. Mistake of Foreign Law: Even though the 
ignorance of law is no excuse, the ignorance of 
foreign law is excused. Because everyone cannot be 
expected to know the law of all foreign nations. 
Therefore, mistake of foreign law is considered as 
void, if it is bilateral. 

iii. Mistake of Private Rights: Mistake of rights 
relating to property or goods is treated as mistake of 
fact and hence void. 



B. Mistake of Fact:

i. Bilateral Mistake: Where both the parties to an
agreement are under a mistake as to a matter of fact
essential to an agreement it is called bilateral
mistake and it is void.

ii. Unilateral Mistake: When only one party to the
agreement is mistaken about the contents of the
agreement it is called unilateral mistake. But when it
is caused by fraud or misrepresentation on the part
of other party, it can be avoided.



LEGALITY OF OBJECT AND CONSIDERATION

INTRODUCTION:

Section 10 (Indian Contracts Act) states that all
agreements are contracts if made for lawful
considerations and with lawful object. Considerations
should be lawful, as otherwise, it would vitiate the
whole contract and make it void.

For example: A promises to pay B Rs 500/- if he
commits a theft in C’s house. Such a promise will not
be enforced by law even if B has committed a theft
because the object of consideration of the promise is
unlawful.



Section 23 also lays down that every agreement of
which the object or consideration is unlawful is void.
It, therefore follows that every contract, in order to be
valid must be made for lawful consideration with a
lawful object.

Illustrations of Lawful Considerations:

1. A agrees to sell his house to B for Rs 10,000. Here B’s
promise to pay the sum of Rs 10,000 is the
consideration for A’s promise to sell the house, and
A’s promise to sell the house is the consideration for
B’s promise to pay Rs 10,000. These are lawful
considerations.



2. A promises to pay B Rs 10,000 at the end of six 
months, if C who owes that sum to B, fails to pay it. B 
promises to grant time to C accordingly. Here the 
promise of each party is the consideration for the 
promise of the other party and they are lawful 
considerations

3. A promise for a certain sum paid to him by B to make 
good to B the value of his ship if it is wrecked on a 
certain voyage. Here A’s promises is the 
consideration for B’s payment and B’s payment is the 
consideration for A’s promise and these are lawful 
considerations.



4.A promises to maintain B’s child, and B promises to
pay A Rs 1,000 yearly for the purpose. Here the promise
of each party is the consideration for the promise of
the other party. These are lawful considerations.



Lawful considerations and lawful object 
distinguished:

Object of an agreement should be differentiated from
consideration for an agreement. Object is different
from consideration. Object means purposes or design.
However, certain difficulties are faced in practice to
distinguish between the two, particularly when
considerations consist in a promise to do or not to do
something.



Illustrations:

A promises to obtain or B an employment in the public
services and B promises to pay A Rs 100/- The
agreements is void as the consideration being A’s
promise to procure an employment in the public
services is opposed to public policy and hence
unlawful.



Illustrations of unlawful object:

A promise to drop a prosecution which he has
instituted against B for robbery and B promises to
restore the value of things taken. The agreement is
void as its object to save a robber from punishment is
unlawful.

A, B and C enter into an agreement for the division
among them of the gains to be acquired by them by
fraud. Because object of the agreements is to practice
fraud on others, it is unlawful.



What is unlawful consideration?

In the following cases, the consideration or object of 
an agreement is unlawful: if

1. it is forbidden by law; or

2. is of such a nature that, if permitted, it would defeat 
the provisions of any law; or

3. is fraudulent; or

4. involves or implies injury to the person or property of 
another; or

5. the court regards it as in moral or opposed to public 
policy.



An act promised to be done may be either unlawful to
perform (illustrations (1) and (3) below); or the act
may be lawful but law will not enforce it for reasons of
public policy like wagering agreements. Law means
the law for the time being in force in India and
includes Hindu and Muslim laws.



What is a Void Agreement?

Section 2 (g) of the Indian Contract Act, states “that a
void agreement is one which is not enforceable by law.
A void agreement does not create rights, obligations or
duties. It does not give rise to any legal consequences.
Such agreements are void. The courts can only enforce
those agreements that according to Section 10 fulfill
the conditions of the Indian Contract Act. It should
not be declared void by any law in the country. There is
a difference between void agreements and void
contracts.



Void Agreement:

 A void agreement is not valid.

 The agreement is not enforceable by law.

 It is void from the very beginning of the making of the 
agreement.

 Agreement by a minor or a person of unsound 
mind.[Sec(11)]

 Agreement of which the consideration or object is 
unlawful[Sec(23)]

 Agreement made under a bilateral mistake of fact 
material to the agreement[Sec(20)]

 Agreement of which the consideration or object is 
unlawful in part and the illegal part cannot be 
separated from the legal part [Sec(24)]



 Agreement made. without consideration.[Sec(25)]

 Agreement in restraint of marriage [Sec(26)]

 Agreement in restraint of trade [Sec(27)]

 Agreement in restraint of legal proceedings[Sec(28)]

 Agreement the meaning of which is uncertain 
[Sec(29)]

 Agreement by way of wager [Sec(30)]

 Agreement contingent on impossible events [Sec(36)]

 Agreement to do impossible acts [Sec(56)]



MARGINAL  COSTING

For example:

A company is producing 100 cell phones per month.
The total fixed cost per month is Rs 10,000 and
variable cost per phone is Rs. 500. The total cost per
month is:

Marginal Cost (Variable) of 100 phones = 100 X 500 50,000

Fixed Cost 10,000

Total Cost 60,000



If the output is increased by one unit, the cost will 
be:

Marginal Cost (Variable) of 101 phones = 101 X 500 50,500

Fixed Cost 10,000
Total Cost 60,500

Thus, the additional cost of producing one additional 

unit is Rs. 500. It is known as Marginal Cost.
OR

Marginal costing is the change in total cost on

account of adding/ subtracting one additional unit.



Characteristics of Marginal Costing:

1. It is a technique of analysis and presentation of cost
rather than an independent method of costing

2. Total costs are classified into fixed costs and variable
costs.

3. It considers only variable costs in analysis.

4. It guides pricing and other managerial decisions on
the basis of ‘contribution’. Contribution is the
difference between sales value and variable costs.

5. It valuates finished stock and work-in-progress at
marginal cost only.

6. It charges the fixed costs against ‘contribution’

7. It takes the difference between contribution and
fixed cost as profit or loss.



Assumptions:

1. All costs are divisible into fixed costs and variable

costs.

2. Selling price and variable cost per unit will remain

the same.

3. Total fixed costs will remain constant.

4. Volume is the only factor which influences the costs.



Marginal Cost Equation:

The following equation is known as basic marginal 
cost equation:

 If  there is a Profit : 

Sales – Variable Cost = Fixed Cost + Profit 

 If there is a Loss:

Sales – Variable Cost = Fixed Cost – Loss



Particulars

Total 

(Rs.)

Per Unit 

(Rs.)

Sales xxx xxx

Less: Variable costs

Direct Materials                              xxx

Direct Wages                                  xxx

Direct Expenses                              xxx

Variable Overheads                        xxx xxx xxx

Contribution xxx xxx

Less: Fixed Cost xxx xxx

Profit/Loss xxx xxx

Determination of Profit under Marginal Costing



Contribution:

Contribution is the difference between sales and
variable cost. In other words, contribution is the excess
of sales over the variable cost. It is also known as gross
margin or marginal income. It enables to meet fixed
costs and contributes to profit.

Contribution = Sales – Variable Cost

Contribution = Fixed Cost + Profit

Contribution = Fixed Cost – Loss

Contribution = Sales x P/V Ratio



Particulars Per unit 

cost

1,000 

Units

5,000 

Units

10,000 

Units

500 

Units

Selling Price

Less: Variable Cost

Contribution

Less: Fixed Cost

Profit

Example: 1

Fixed Cost Rs. 10,000, SP per unit Rs. 20, and Variable 

cost per unit Rs. 8
Statement of Marginal Cost

20-00

08-00

12-00

--

--

20,000

8,000

12,000

10,000

2,000

1,00,000

40,000

60,000

10,000

50,000

2,00,000

80,000

1,20,000

10,000

1,10,000

10,000

4,000

6,000

10,000

- 4,000



Particulars Per unit 

cost

1,000 

Units

5,000 

Units

10,000 

Units

500 

Units

Selling Price 20-00 

(100%)

20,000 

(100%)

1,00,000 

(100%)

2,00,000 

(100%)

10,000 

(100%)

Less: Variable Cost 08-00 

(40%)

8,000 

(40%)

40,000 

(40%)

80,000 

(40%)

4,000 

(40%)

Contribution 12-00 

(60%)

12,000 

(60%)

60,000 

(60%)

1,20,000 

(60%)

6,000 

(60%)

Less: Fixed Cost -- 10,000 10,000 10,000 10,000

Profit -- 2,000 50,000 1,10,000 - 4,000

12/20 = 

60% 60% 60% 60% 60%

Example: 1

Fixed Cost Rs. 10,000, SP per unit Rs. 20, and Variable 

cost per unit Rs. 8
Statement of Marginal Cost

P/V Ratio



Profit Volume Ratio (P/V Ratio):

P/V Ratio is a ratio of contribution to sales.

It states the relationship between contribution and
sales.

Therefore it is also called as contribution/sales
ratio, or contribution ratio or marginal ratio.

It is calculated by using the following formula:



P/V Ratio    =

OR       =

OR       =  

OR =

OR =

OR =

Sales Variable Cost

Sales



PrFixed Cost ofit

Sales



Fixed Cost Loss

Sales



Contribution per unit

Selling price per unit

Change in Contribution

Change in Sales

PrChange in ofit

Change in Sales



Let us see how change in Contribution/Profit/Loss 

divided by Change in Sales will give same P/V Ratio

Statement of Marginal Cost

Particulars Per 

unit 

cost

1,000 

Units

5,000 

Units Change

10,000 

Units

500 

Units Change

Sales 20-00 20,000 1,00,000 2,00,000 10,000

Less: VC 08-00 8,000 40,000 80,000 4,000

Contribution 12-00 12,000 60,000 1,20,000 6,000

Less: FiC -- 10,000 10,000 -- 10,000 10,000 --

Profit -- 2,000 50,000 1,10,000 - 4,000

80,000

32,000

48,000

48,000

1,90,000

76,000

1,14,000

1,14,000



Problem No. 1

Calculate P/V ratio, from the following:

P/V Ratio =

=        

=    3/10   or 30%

Particulars

Years

2010 2011

Sales (Rs.) 1,50,000 2,00,000

Profit (Rs.) 25,000 40,000

Change

15,000

50,000

PrChange in ofit

Change in Sales

15,000

50,000



Problem 2:

From the following particulars, calculate P/V Ratio:

P/V Ratio in % =

= 

P/V Ratio  =       25%

Year Sales(Rs.) Profit/Loss (Rs.)

2010 6,00,000 60,000 (loss)

2011 12,00,000 90,000 (Profit)

Change 6,00,000 1,50,000

Pr
100

Change in ofit

Change in Sales


1,50,000
100 25%

6,00,000
 



Break Even Point (BEP):

Break-even point is a point at which the total costs are
equal to sales.

It is a volume of sales at which there is neither profit
nor loss. Hence, it is also called as no profit no loss
point.

If the sale is increased beyond break-even-point level,
profit will accrue and if sale is decreased below the
BEP level, loss will occur.



1. BEP (in units) =

2. BEP (in Rs.)     =   BEP units × Selling price per unit

3. BEP (in Rs.)     =   

Fixed Cost

Contribution per unit

/

Fixed Cost

P V Ratio



Problem 1:Fixed Cost Rs. 10,000, SP per unit Rs. 20, 

and Variable cost per unit Rs. 12.

Statement of Marginal Cost

1. BEP(Rs.) =                      =  

2. BEP (Units) =                             =   

Particulars Per unit cost 2,000 Units

Sales 20-00 (100%)

Less: Variable Cost 12-00   (60%)

Contribution 8-00 (40%)

Less: Fixed Cost --

Profit --

40,000

24,000

16,000

10,000

6,000 00,000

10,000

10,000

25,000

15,000

1,250 Units

20,000

10,000

30,000

3,750 Units

75,000

45,000

Fixed Cost

Contribution per unit

10,000
1,250

8
Units

/

Fixed Cost

P V Ratio

10,000
. 25,000

0.40
Rs



Margin of Safety:

Margin of safety is the excess of actual sales over sales at

break-even-point. In other words, sales over and above the

break-even point are known as margin of safety.

If the margin of safety is large, it is the sign of soundness

of the business and if the margin of safety is small, it is a

sign of weak position of business.

The margin of safety can be expressed in absolute sales

amount or in terms of percentage to sales.



Margin of safety can be ascertained by;

1. Margin of Safety (Amount)

= Actual sales – Sales at BEP

2. Margin of Safety (Units)     

= Actual Sales units – BEP Sales units

3. Margin of Safety (Amount) 

=

4. Margin of Safety (Units) 

= 

Pr

/

ofit

P V Ratio

Pr ofit

Contribution per unit



Estimated Sales or Profit:

In order to calculate the estimated sales at a given
profit or estimated profit at given volume of sales the
following formulae are used.

1. Estimated Sales (units)    = 

2. Estimated Sales (amt) 

= Estimated Sales (units) × Selling price per unit

1. Estimated Sales (amt)      = 

PrFixed Cost Given ofit

Contribution per unit



Pr

/

Fixed Cost Given ofit

P VRatio





Problem 1:

A company has a sales of Rs. 12,00,000 with fixed
cost of Rs. 3,60,000 and Profit Rs. 2,40,000. If the
company desires to earn a profit Rs. 3,00,000 in
the next period, what would be its sales?

Solution:

Contribution =   Fixed Cost + Profit

=   Rs. 3,60,000  +  Rs. 2,40,000 

=    Rs. 6,00,000 



P/V Ratio =

=

=     50%

100
Contribution

Sales


6,00,000
100

12,00,000




Sales in the next period if the company desires to  
earns a profit of Rs. 3,00,000.

= 

=

= 

=     Rs. 13,20,000

If  the company wants to earn a profit of Rs. 3,00,000 it 

has to achieve the sales target of Rs. 13,20,000

Pr

/

Fixed Cost Desired ofit

P V Ratio



6,60,000

0.50

3,60,000 3,00,000

50%





Problem 2:

A company has a sales of Rs. 6,00,000 with fixed cost

of Rs. 1,80,000 and Profit Rs. 1,20,000. Calculate

sales volume if the company suffered a loss of Rs.

60,000, in the next period .

Solution:

Contribution =   Fixed Cost + Profit

=   Rs. 1,80,000  +  Rs. 1,20,000 

=    Rs. 3,00,000 



P/V Ratio =

=

=     50%

100
Contribution

Sales


3,00,000
100

6,00,000




Sales in the next period if the company suffered a 
loss of Rs. 60,000.

= 

=

= 

=     Rs. 2,40,000

If  the company suffered a loss of Rs. 60,000 in the next 

period, its sales should be at Rs. 2,40,000

1,80,000 60,000

50%



1, 20,000

0.50

/

Fixed Cost Expected Loss

P V Ratio





Ascertainment of Variable Cost:

1. Variable Cost = Sales – Contribution

2. Variable Cost = Total Cost – Fixed Cost

3. Variable Cost ratio to sales = 

Therefore, 

Variable Cost = Sales × Variable cost ratio

4. Variable Cost = Sales (1- P/V Ratio)

Change in total cost

Change in Sales



1. From the following information of Asha Co. Ltd. 
Calculate P/V Ratio and Margin of Safety.

a. Sales -- Rs. 10, 00,000

b. Variable Cost -- Rs.   4, 00,000

c. Profit -- Rs.   3, 00,000



Solution:

Contribution = Sales – Variable Cost

= Rs. 10,00,000 – Rs. 4,00,000

= Rs. 6,00,000

Fixed Cost = Sales – Variable Cost – Profit 

= 10,00,000 – 4,00,000 – 3,00,000

= Rs. 10,00,000 – Rs. 7,00,000

= Rs. 3,00,000

OR  Fixed Cost = Contribution - Profit

= Contribution – Profit

= Rs. 6,00,000 – Rs. 3,00,000

= Rs. 3,00,000



P/V Ratio =                            =                            

=  60%

BEP (Value) =                            =                   

= Rs. 5, 00,000

Margin of Safety = Sales – BEP Sales

= Rs. 10,00,000 – Rs. 5,00,000

= Rs. 5,00,000

Contribution

Sales

6,00,000
100

10,00,000


/

Fixed Cost

P V Ratio

3,00,000

0.6



THANK YOU



VALUATION OF GOODWILL

Meaning and Definition

FEATURES OF GOODWILL

NEED FOR VALUATION OF GOODWILL

 FACTORS AFFECTING THE VALUE OF  

GOODWILL

 TYPES OF GOODWILL

METHODS OF VALUATION OF GOODWILL



Meaning and Definition

Goodwill means good name or 

fame or reputation of the company 

which attracts more customers to 

earn more profits. Goodwill is one of 

the assets of a business. Goodwill 

contributes to the profit earning 

capacity of the company. 



Meaning and Definition

 According to the Institute of 

Chartered Accountants of India, 

“Goodwill is an intangible asset 

arising from sound business 

connections or trade name or 

reputation of an enterprise”.



Meaning and Definition

 Goodwill may be defined as “the present value 

of firm’s anticipated excess earnings”.

 In the words of Spicer and Pegler “Goodwill 

may be said to be that element arising from the 

reputation, connection or other advantage 

possessed by a business which enables it to 

earn greater profits than the return, normally to 

be expected on the capital represented by the 

net tangible assets employed in the business”.



Meaning and Definition

 According to Kohler “Goodwill is the current 
value of expected future income in excess of 
a normal return on investment in net tangible 
assets”.

 Goodwill may be defined as “an extra value 
attached to and established business 
beyond the intrinsic value of the net assets 
arising from reputation, trade name, sound 
connections, high profit earning capacity of 
the business and the same profitability will 
be continued in future despite a change in 
the ownership of the business”.



FEATURES OF GOODWILL 

 Goodwill is an intangible asset but not fictitious 
asset.

 Goodwill helps the business to increase the profit 
earning capacity of the business.

 It helps the business to earn more than the normal 
profits.

 Goodwill is not separate from other assets. So it 
cannot be sold separately. However, it can be sold 
with the whole business of an enterprise.

 The value of goodwill fluctuates from time to time 
depending upon the changing circumstances 
which may be either internal or external to the 
business.



FEATURES OF GOODWILL
 Goodwill is created on the basis of different 

factors such as location of the business, 
management, functioning of the business, sound 
connections and so on. 

 Indian Accounting Standard-10 states that only 
purchased goodwill should be recognized in the 
accounts of the enterprises.

 The value of goodwill does not depend upon the 
money invested and expenses incurred on 
building up of the same.

 Valuation of the goodwill is not objective but it is 
subjective and also differs from one valuer to 
another.



NEED FOR VALUATION OF GOODWILL

 When the business of one company is sold to 

another company.

 When the business of a company is taken 

over by another company e.g., in case of 

amalgamation or absorption.

 When the company’s shares are not quoted 

on the stock exchange and their value is to 

be determined for the purposes of estate duty 

and wealth tax etc 



NEED FOR VALUATION OF GOODWILL

 When a person wants to purchase a large 

block of the company’s shares with a view to 

acquire control over the management of the 

company.

 When the business of the company is being 

taken over by the Government.

 When the Management wants to write back 

goodwill which it wrote off earlier to reduce or 

eliminate the debit balance in the profit and 

loss account.



FACTORS AFFECTING THE VALUE OF GOODWILL

 Efficient management team

 Effective adverting campaign

 Loyal, efficient and sincere employees

 Trade mark, patents etc, owned by the 

enterprise

 Regular research and developmental 

activities



FACTORS AFFECTING THE VALUE OF GOODWILL

 Good relation with other industries, suppliers, etc

 Strategic location of business premises

 Sufficient number of outlets and service centers for 

the products

 Training programmes   for employees at various 

levels

 Good name and reputation in the general public

 Proper planning in tax matters

 High quality and reliability of products



FACTORS AFFECTING THE VALUE OF GOODWILL

 Favourable government rules and 

regulations

 Absence of competition

 Existence of full or partial monopoly

 Good and sound public image

 Earning capacity of the business 



TYPES OF GOODWILL 
 Purchased goodwill: The purchased goodwill is one which 

arises when one enterprises purchase the business of 
another enterprises.

 In this case, if the purchase consideration payable is more 
than the value of net assets, such excess amount is known 
as goodwill. 

 Cost of goodwill = Purchase price – Net assets purchased

 Net assets = Total assets – outside liabilities

 The purchased goodwill is recognized by the Indian 
Accounting Standard-10. Hence, it is shown in the balance 
sheet of a purchasing company.

 The factors such as reputation of the business, trade name, 
sound connections, financial advantages, etc will contribute 
to the value of purchased goodwill 



TYPES OF GOODWILL

 Non-purchased goodwill: Non-purchased 

goodwill is one which is generated by the 

business enterprise itself internally. Since this 

goodwill is self-generated no costs can be 

placed on it. This goodwill is not shown in the 

balance sheet of the enterprise. The factors 

such as efficient management, strategic 

location, high quality products, public image, 

etc will contribute to the value of goodwill. 

Non-purchased goodwill is also known as 

inherent or self-generated goodwill 



METHODS OF VALUATION OF GOODWILL

 Average profits method

 Simple average profit method

 Weighted average profit method

 Capitalization of average profit method

 Super profits method

 Purchase of super profit method

 Sliding-scale valuation of super profit 

method

 Annuity method of super profit

 Capitalization of super profit method



Average profits method: 

 Simple average profit method: According to 
this method goodwill is valued on the basis of 
a certain number of years’ purchase of the 
average profits of the past given number of 
years.

 Average simple profit =

Total profit of given number of years                                         
_____________________________

Total number of years

 Value of Goodwill = Average simple profit X 
No of years of purchase



Average profits method:

 Weighted average profit method: According 
to this method the value of goodwill is the 
number of years purchase of the weighted 
average profit.

 Weighted average profit = 

Total product of weighted profit                                           
___________________________

Total number of weights

 Value of goodwill = Weighted average profit X 
No of years of purchase



Capitalization of average 

profit method

 According to this method the future 

maintainable profits of the business are 

capitalized applying the normal rate of return. 

Then the value of net tangible assets is to be 

calculated. The difference between the 

capitalized value of the business and the value 

of net tangible asset is the value of the goodwill.



Capitalization of average 

profit method

 The normal rate of return is a rate which 

is equivalent to the average return from a 

similar business of an enterprise.

 Under this method the following steps are 

to be followed to find out the value of 

goodwill:

 Find out the average maintainable profits

 Find out the capitalized value of business



Capitalization of average profit method

 Capitalized value of business =

Average maintainable profits X100

________________________

Normal rate of return

 Calculate the value of net tangible assets of the 

business

 Net tangible asset = Total tangible assets –

Outside liabilities

 Value of Goodwill = Capitalized value of 

business – Net tangible assets



Super profit method

 According to this method the value of goodwill 

depends upon the super profits earned by an 

enterprise.

Super profit: 

 If the average profit earned by a business is 

more than the normal profit, then the difference 

between these two profits is called as super 

profit.

 The difference between the average profit and 

normal profit is called as super profit.

 Super Profit = Average profit – Normal profit



Super profit method
 Normal Profit

 Normal profit is a profit which is obtained by 

multiplying the average capital employed in the 

business with the normal rate of return and then 

divided by 100.
 Normal profit = Average capital employed X Normal rate of return

-------------------------------------------------------------

100



Average capital employed

Average capital is to be calculated according 

to:

 Assets side approach or

 Liabilities side approach



Assets side approach:

Particulars

Rs.

Assets at market value

Less: Outside Liabilities 

Capital employed

Less: Half of current year profit (after adjustment)

Average capital employed

XXX

XXX

XXX

XXX

XXX



Assets side approach:

Note: 1. Goodwill, Preliminary expenses, 

discount on issue of shares and debentures 

and losses should not be included

 2. Debentures, Creditors, Bills payable, 

Provision for taxation and such other liabilities 

should only be included in outside liabilities

 3.Non-trading assets such as investment in 

Government securities etc also should not be 

included in assets.

 4.When market value of assets is not given in 

the problem, then the book value of assets is 

taken into account.



Liabilities side approach:

Average capital employed

Particulars Rs.

Equity and preference share capital

Less: Goodwill, losses etc 

Capital employed

Less: Half of current year profit (after adjustment)

Average capital employed

XXX

XXX

XXX

XXX

XXX



Liabilities side approach:

Note:

 All reserves, profits, profit on revaluation of 

assets and liabilities should be added to share 

capital.

 All losses, loss on revaluation, preliminary 

expenses, fictitious assets etc should be 

deducted from the share capital.



Different methods of super profit:

Purchase of super profit method:

According to this method the value 

of goodwill is certain number of 

years’ of super profit.

 The value of goodwill = Super profit X No. of 

years’ of purchase



Sliding scale valuation of 

super profit method

 This method of valuation is a slight    variation 

of the purchase of super profit method. It is 

developed by A.E. Cutforth. According to first 

method the amount of super profit remains 

same for a fixed number of years and after that 

period super profit disappears



Sliding scale valuation of 

super profit method

 According to the sliding scale valuation method, 

the amount of super profit goes on decreasing 

year by year and after a fixed period of time the 

super profit disappears. Hence, this method of 

valuation of goodwill is considered more 

realistic than the purchase of super profit 

method.



Sliding scale valuation of 

super profit method

 The present method is based on the general 

theory that higher the amount of super profit 

earned by a business it will be rather difficult for 

it to maintain the same in future. The reason is 

that if there is higher profit in a type of business 

more traders will be attracted in the same type 

of business with a result that the ability to earn 

more profit will be reduced. 



Sliding scale valuation of 

super profit method

 . Therefore, instead of multiplying the whole 

amount of super profit by a given number of 

years, a grading scale of valuation of goodwill 

will be adopted as below:

Year Amount of Division of super profit No of years’ of purchase Product(Amount X 

No of years’ of 

purchase)  



Annuity method of 

valuation of super profit

 This method makes use of annuity value for valuation of 

goodwill of the business. In this method of valuation it takes 

into account the time gap between the actual payment of 

goodwill amount and the actual earning of the super profit in 

future. Hence, the present value of super profit is calculated 

to find out the value of goodwill. The present value of 

goodwill depends upon the annuity table.

 Value of goodwill = Super profit X Annuity value

 The value of goodwill calculated according to this method is 

considered as the most realistic one.



Capitalization of super 

profit method

 According to this method the value of goodwill of a 

business is determined by capitalizing the amount 

of super profit at the normal rate of return. This 

method tries to find out the amount of capital 

needed for earning the super profit.

 Value of goodwill = Super profit X 100

 ___________________

 Normal rate of return
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SYLLABUS

UNIT-I

 Polar coordinates of a point and polar curve. Angle
between the radius vector and the tangent at a
point on the curve. Angle of intersection of two
curves. Polar and pedal equation of the curves. Polar
sub-tangent and polar sub - normal. 12 hours

UNIT-II

 Derivative of arc length, Curvature, Radius of
curvature in Cartesian, Parametric, polar and pedal
forms. Centre of curvature. Evolutes and Involutes.
12 hours



SYLLABUS
UNIT-III

 Limits, continuity of functions of two
variables. Partial derivatives, higher order
partial derivatives, total derivatives and total
differentials, Homogeneous functions, Euler’s
theorem on homogeneous functions.
12hours

UNIT-IV

 Reduction formulae for integration of sinnx,
Cosnx, tannx, cotnx, secnx, cosecnx, sinnxcosnx,
xneax and xm(logx)n. 12 hours



SYLLABUS
UNIT-V

 Sphere: Equation of a sphere, section of a sphere by

a plane, Equation of a sphere through a circle,

Equation of a sphere through two given points as

ends of a diameter. Equation to a tangent plane of a

sphere, Condition for tangency, Orthogonality of

two spheres.

 Cone: Equation of a cone, enveloping cone of a

sphere, Right circular cone.

 Cylinder: Equation of cylinder, enveloping cylinder

of a sphere, Right circular cylinder.

 12 hours



BOOKS FOR REFERENCE

 Integral Calculus : Santinarayan and Dr. P.K. 

Mittal

 Differential Calculus and integral Calculus : 

N.P. Bali

 Text Book of B.Sc Mathematics: G. K. 

Ranganath

 Text book of Mathematics III: S.S. 

Bhoosnurmath and others



COURSE OUTCOMES OF THE PAPER

Able to find differentiation of polar curves, angle between

two polar curves and pedal equation for all type of curves.

Able to determine formula for curvature, evaluate and

application of curvature in construction of lenses. Concavity

and convexity and points of inflexion.

Able to find limits, continuity of functions of two variables.

Partial derivatives, higher order partial derivatives, total

derivatives and total differentials, Homogeneous functions,

Euler’s theorem on homogeneous functions.

Recognize to determine given equation represents sphere,

Cone and Cylinder and gain the knowledge properties of

these 3-D figures.



Name Units

1. Dr. M. M. Shankrikopp

III: Partial Differentiation

V: 3-D Geometry

2. Dr. Ashok Rathod
I:  Polar Coordinates

II: Curvature and Evolute

3. Miss G.L.Karaguppi
III: Reduction Formulae

Dr. M.M. Shankrikopp

DISTRIBUTUION OF SYLLABUS



Dr. M.M. Shankrikopp

UNIT III: PARTIAL DIFFERENTIATION



Dr. M.M. Shankrikopp





Dr. M.M. Shankrikopp

Function of two variables



Dr. M.M. Shankrikopp

 Neighbourhood of a point (a, b):

Basic Definitions   



Dr. M.M. Shankrikopp

 For example: If Niapni is the centre place
i.e like (a, b) and be distance 5 kms. Then
set of all villages which are within 5 kms is
called nhd. of Nipani i.e they are neighbours
of Nipani. i.e Lakanapur, Yamagarni, Chikli,
Stavanidhi etc. are in nhd. of Nipani where as
Galataga is not.

i.e collection of all neighbouring villeges of
Nipani is callled Nhd. of Nipani.

Then what are the neighbouring cities of
Nipani?

Answer for this?



BE  SAFE AT HOME

WEAR MASK IF YOU GO OUT FOR NECESSERY

SANITIZE HANDS OFTEN

Dr. M.M. Shankrikopp
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WE ALL PRAY TO GOD TO SAVE ALL PEOPLE FROM COVID 
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Geometrical Representation Of Differentiation 

X

Y

OOOO

P(x, y)

θ

Q  (x+ δx,y+ δy)

ψ

Let P(x, y) and 
Q(x+ δx,y+ δy)
be two neighbouring 
points on the curve y 
=f(x). Join P and Q and 
produce the chord QP to 
meet the x-axis at S which 
makes an θwith x-axis 
.Draw  the tangent at P 
which makes an angle ψ
with x-axis.

ST SS



Geometrical Representation Of Differentiation

X

Y

O
θψ

ST M

R

N

Q(x+ δx,y+ δy)Draw PM and QN r to x-
axis and PR r to 
PN.From the figure PQR 

= θ and PR = MN 

= δx and QR = δy

From the rt. angled 
triangle PQR 

tan(  PQR ) =tanθ =
P((x,y)QR

PR

tanθ = δy / δx i.e         
slope of PQ = δy/δx

As Q moves towards P
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Geometrical Representation Of Differentiation
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Geometrical Representation Of Differentiation
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Geometrical Representation Of Differentiation
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Geometrical Representation Of Differentiation
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Geometrical Representation Of Differentiation
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Geometrical Representation Of Differentiation
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Geometrical Representation Of Differentiation
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Geometrical Representation Of Differentiation
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Geometrical Representation Of Differentiation

θ



X

Y

O

Q→P

Geometrical Representation Of Differentiation

θ →ψ

Thus geometrically dy/dx represents 
slope of the tangent at given point



O X

Y

Geometrical meaning  of the function 

y =f(x) is differentiable in the interval (a, b)

y=f(x)

X=a X=b
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Geometrical meaning  of the function 

y =f(x) is differentiable in the interval (a, b)

 Now y = f(x) means it is a curve, and is 

differentiable in the interval (a,b) means at each 

point on  the curve between x=a and x=b curve is 

having tangents. 
y=f(x)

O

Y

X

Y

O

X=a X=b

Y
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Basic Definitions





Limit of function of two variables





EXAMPLES











HOME WORK EXAMPLES
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CONTINUITY OF FUNCTION OF TWO VARIABLES



Geometrical meaning of continuity of f(x,y)

Now z = f(x,y) is surface and it is continuous 
mans it has no hole on its surface.

For example:



Examples on continuity







Thankyou
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EXAMPLES
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Higher order Partial Derivatives





Higher Order Partial Derivatives

 If the partial derivative of the function is

again continuous function we can go for

next derivative. So it is possible to take

the partial derivative of a partial

derivative.This is just like getting second

derivative of f(x).

 The higher order partial derivatives for

a function of two variables are defined

as follows.







Symmetric functions and partial 

derivatives of such functions



EXAMPLES





PUZZLE



THANKYOU
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Continued Examples on Second order partial 

derivatives in case of composite function
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Examples on finding equation of 
sphere passing through given points

1. Find equation of sphere passing through origin 
and the points(0, 1, -1), (-1, 2, 0) and (-1,2, 3).

Soln.: Let the required equation of the sphere be 

x2+y2+z2+2ux +2vy+2wz+d=0----------(1)

It passes through the origin, we put x=0 , y =0, z=0 
in (1)



0 + d =0
d =0 ---------------(2)
Next (1) passes through the point (0,1,-1), 
(-1,2,0)  and (-1, 2, 3)
Therefore we have,                          
0+1+1+2u(0) + 2v(1)+2w(-1)=0
i.e 2+2v-2w=0
i.e. 1+u-w=0------------(3)
Next 1+4+0+2u(-1)+2v(2)+2w(0)=0
i.e 5 -2u+4v=0----------(4)
Also
1+4+9+2u(-1) +2v(2) + 2w(3)=0
i.e 14-2u+4v+6w=0  ------(5)
Substitute -2u +4v =-5 from (4) in (5) we get  



14 -5 +6w=0 => 6w = -9

=> w = -3/2 

Put w in (3) we get, 1+u +3/2= 0

=>u= -5/2

From (4) we have

5 -2u+4v=0

i.e 5 – 2(-5/2)+4v= 0

i.e. 10 +4v =0 

v = -5/2

Then from(1), req. eqn.of sphere is

x2+y2+z2+2(-5/2)x +2(-5/2)y+2(-3/2)z+d=0

x2+y2+z2 -5x-5y+2(-3/2)z+0=0

i.e x2+y2+z2+ -5x-5y -3z =0



2. Find equation of sphere passing through origin 
and the points(-1, 1, 1), (1-1, 1) , (1,1,-1).

Soln.: Let the required equation of the sphere be 

x2+y2+z2+2ux +2vy+2wz+d=0----------(1)

It passes through the origin, we put x=0 , y =0, 
z=0,  in (1)



0 + d =0

d =0 ---------------(2)

Next (1) passes through the point (-1,1,1), 

(1,-1,1)  and (1, 1, -1)

Therefore we have,                          

1+1+1+2u(1) + 2v(-1)+2w(1)=0

i.e 3+2u-2v+2w=0

i.e. u-v+w= -3/2------------------------(3)

Similarly we have u+v-w= -3/2-----(4)

And –u+v+w= -3/2---------------------(5)

Adding (3) and (5) we get 2w = -6/2

w = - 3/2



Similarly ,

From (4) and (5) we get v = -3/2 

And from (3) and (4) we get u = -3/2

Then from(1), req. eqn.of sphere is

x2+y2+z2 + 2(-3/2)x+ 2(-3/2)y+2(-3/2)z+0=0

i.e x2+y2+z2 - (3)x- 3y- (3)z =0

i.ex2+y2+z2 -3x-3y -3z =0



Sphere with centre at origin



Section of sphere by the Plane

If the plane ax+by+cz+d=0 cuts the sphere
x2+y2+z2+2ux +2vy+2wz+d=0 then what is the
section?

We observe the following figure:
Sphere Plane 



Section of sphere by the Plane

If the plane ax+by+cz+d=0 cuts the sphere
x2+y2+z2+2ux +2vy+2wz+d=0 then what is the
section?

We observe the following figure:
Sphere Plane 



Section of sphere by the Plane

If the plane ax+by+cz+d=0 cuts the sphere
x2+y2+z2+2ux +2vy+2wz+d=0 then what is the
section?

We observe the following figure:
Sphere Plane 



Section of sphere by the Plane

If the plane ax+by+cz+d=0 cuts the sphere
x2+y2+z2+2ux+2vy+2wz+d=0 then what is the
section?

We observe the following figure:
Sphere 



Section of sphere by the Plane

If the plane ax+by+cz+d=0 cuts the sphere
x2+y2+z2+2ux+2vy+2wz+d=0 then what is the
section?

We observe the following figure



Section of sphere by the Plane

If the plane ax+by+cz+d=0 cuts the sphere
x2+y2+z2+2ux+2vy+2wz+d=0 then what is the
section?

We observe the following figure

See, we get two sections in both surface of section is
circle



Section of sphere by the Plane

If the plane ax+by+cz+d=0 cuts the sphere
x2+y2+z2+2ux+2vy+2wz+d=0 then what is the
section?

We observe the following figure :



Section of sphere by the Plane

If the plane ax+by+cz+d=0 cuts the sphere
x2+y2+z2+2ux+2vy+2wz+d=0 then what is the
section?

We observe the following figure :

O

C
A



Section of sphere by the Plane

If the plane ax+by+cz+d=0 cuts the sphere
x2+y2+z2+2ux+2vy+2wz+d=0 then what is the
section?

We observe the following figure :

O

C
A



Section of sphere by the Plane

If the plane ax+by+cz+d=0 cuts the sphere
x2+y2+z2+2ux+2vy+2wz+d=0 then what is the
section?

We obtain CA by equation (3).

Thus general equation of circle

can be given by

x2+y2+z2+2ux+2vy+2wz+d=0

and ax+by+cz+d1=0

i.e combinedly these two

gives circle.

O

C A



Section of sphere by the Plane
If the plane ax+by+cz+d=0 cuts the sphere
x2+y2+z2+2ux+2vy+2wz+d=0 then what is the
section?

We observe the following figure :

O

CA



Theorem: Prove that the section of the sphere
x2+y2+z2+2ux+2vy+2wz+d=0 by the plane ax+by+cz+d=0
is a circle and hence find its centre and radius

Proof: Given Sphere is
x2+y2+z2+2ux+2vy+2wz+d=0 ---------(1)
And given plane ax+by+cz+d=0-------(2)

Let O(-u, -v, -w) be centre of sphere (1)
Let OC be the perpendicular drawn    
from O to the plane (2)

Let A be any point on the section of a 
sphere (1) by plan (2).

Let CA be any line through C, hence CA is perpendicular to 
OC, and OA is radius of the sphere (b’cz, O is the centre of the 
sphere and A be any point on the surface of the sphere)



And OC = Length of Perpendicular from O(-u,-v,-w)

to the plane (2)       

From the right angled triangle OCA, we have

OA2 = OC2 + CA2 or CA2 = OA2  - OC2 = constant 

as OA and OC are constant

Hence distance of any point A from C is constant 

This is true only when section is circle.



Thus the section of the sphere 
x2+y2+z2+2ux+2vy+2wz+d=0 by the plane 
ax+by+cz+d=0 is a circle. And its radius is CA and 
centre is C.

We have to find coordinates of C and length OC . 



Different Sections of sphere by the Plane

Minor sections Semi sphere Major section

For all these sections , surface is circle.
Note: (i) Hence equation of circle of section is given by 
S: x2+y2+z2+2ux+2vy+2wz+d=0 and Plane ax+by+cz+p=0 

Great circle



(ii) GREAT CIRCLE

CIRCLE 

CENTRE OF CIRCLE IS 
SAME AS  CENTRE OF 
SPHERE.

If the section of a sphere 
by plane passes through 
centre of sphere , then 
section is called as great 
circle .



(ii)  GREAT CIRCLE

CIRCLE 

CENTRE OF CIRCLE IS 
SAME AS  CENTRE OF 
SPHERE.

Hence any great circle 
divides the sphere into two 
hemi spheres. 



Intersection of two spheres



(iii). Intersection of two spheres whose equations 
are 

S1  =  x2+y2+z2+2u1x+2v1y+2w1z+d1=0  and  

S2 =   x2+y2+z2+2u2x+2v2y+2w2z+d2=0

is taken as S1 – S2 = 0

i.e 2(u1 – u2)x +2(v1 – v2)y+ 2(w1 – w2)z+d1– d2 =0

which is plane i.e circle.

Circle



4. Spheres passing through the circle,
x2+y2+z2+2ux+2vy+2wz+d=0,

ax+by+cz+p=0



4. Spheres passing through the circle, 
S :x2+y2+z2+2ux+2vy+2wz+d=0 and  
P: ax+by+cz+p=0 is S+ P=0



5. Sphere which is common for two circles 

Circle   (1)

Circle   (2)

Common Sphere 
enclosing these two 
circles



Eg . Find equation of Sphere passing through 
circle x2+y2+z2=9 and 2x+3y+4z=5 and passing 
through the point (1,2,3)

Circle   

Req.Sphere passing through given   
circle  passing through  given point

(1,2,3)



Eg . Find equation of Sphere passing through 
circle x2+y2+z2 -2x+2y+4z-3=0 and 3x+4y=14 
and touching the plane 2x+y+z+4=0 

Circle   

Req.Sphere passing through given   
circle touching given plane

given plane



Eg . Find equation of Sphere passing through 
circle x2+y2+z2 -2x+2z=2 and y+z=7 and 
touching the plane y=0 

Circle   (1)

Req.Sphere passing through given   
circle touching given plane

plane y=0



Eg . Find equation to the circle which has  centre 
at (-2,2,1) lies on the sphere x2+y2+z2+5x-7y+2z-
8=0.

Req. Circle we have to 
find  lies on the sphere
With centre (2,2,1)

given Sphere 

(-2,2,1)

O 

C A 
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The review and redrafting of the Companies Act,
1956 was taken up by the Ministry of Corporate
Affairs on the basis of a detailed consultative
process. The Companies Act, 2013 was passed by
Lok Sabha on the 18th of December 2012 and
passed by the Rajya Sabha on 8th August 2013
and is all set to replace the 57 year old
Companies Act, 1956. The Companies Act, 2013
received the assent of the president on 29th
August, 2013 and was notified in the Gazette of
India on 30th August, 2013.



A brief background to the Introduction and
status of the Companies Act 2013 is as under:

Companies (Amendment) Bill, 2003 had
been introduced by Ministry of Corporate
Affairs (MCA) (then Department of
Company Affairs) in the Rajya Sabha on
7.5.2003. Later on, a large number of
changes were found to be necessary in the
Bill. The Ministry of Corporate Affairs took
up a comprehensive revision of the
Companies Act, 1956 (the Act) in 2004.



 A ‗Concept Paper on new Company Law‘ was
placed on the website of the Ministry on 4th
August, 2004. The inputs received were put to
a detailed examination in the Ministry. The
Government also constituted an Expert
Committee on Company Law under the
Chairmanship of Dr. J.J. Irani on 2nd 4
December 2004 to advise on new Companies
Bill. The Committee submitted its report to the
Government on 31st May 2005



 Companies Bill 2008 was introduced by the
Government in the Lok Sabha on October 23, 2008.

 Due to dissolution of the 14th Lok Sabha, the
Companies Bill, 2008 lapsed. The Government
decided to re-introduce the Companies Bill, 2008
as the Companies Bill, 2009, without any change
except for the Bill year and the Republic year. The
Ministry of Corporate Affairs had introduced the
Companies Bill, 2009 in the Lok Sabha on August
3, 2009. The 2009 Bill was referred to the
Parliamentary Standing Committee on Finance on
9th September, 2009 which gave its report on 31st
August, 2010.



 The standing committee, headed by the then
finance minister, Yashwant Sinha, had given its
recommendations on the Companies Bill, 2009,
which has since been withdrawn (The Companies
Act of 2013 incorporates 162 recommendations
made by the Standing Committee.) In view of
numerous amendments to the Companies Bill,
2009 arising out of the recommendations of the
Parliamentary Standing Committee on Finance
and suggestions of the stakeholders, the Central
Government withdrew the Companies Bill 2009
and introduced a fresh bill – The Companies Bill,
2011.



 The 2011 bill was introduced in Parliament on
Wednesday, 14th December 2011.

 The Companies Bill, 2011 was referred to the
Standing Committee on Finance on 5 th
January, 2012 after an objection was raised
against it in Parliament. In the meanwhile, a
corrigendum to the Companies Bill, 2011 had
been issued that contained some changes of a
substantive nature. The Standing Committee
Report came on 26th June 2012.
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What is Amalgamation?

• Amalgamation is defined as the combination of one or more companies
into a new entity. It includes:

• Two or more companies join to form a new company
• Absorption or blending of one by the other
• Thereby, amalgamation includes absorption.
• However, one should remember that Amalgamation as its name suggests,

is nothing but two companies becoming one. On the other hand,
Absorption is the process in which the one powerful company takes
control over the weaker company.

• Generally, Amalgamation is done between two or more companies
engaged in the same line of activity or has some synergy in their
operations. Again the companies may also combine for diversification of
activities or for expansion of services

• Transfer or Company means the company which is amalgamated into
another company; while Transfer Company means the company into which
the transfer or company is amalgamated.



Amalgamation in the Nature of Merger

• In this type of amalgamation, not only is the pooling of
assets and liabilities is done but also of the
shareholders’ interests and the businesses of these
companies. In other words, all assets and liabilities of
the transferor company become that of the transfer
company. In this case, the business of the transfer or
company is intended to be carried on after the
amalgamation. There are no adjustments intended to
be made to the book values. The other conditions that
need to be fulfilled include that the shareholders of the
vendor company holding atleast 90% face value of
equity shares become the shareholders’ of the vendee
company.



Procedure for Amalgamation

• The terms of amalgamation are finalized by the board
of directors of the amalgamating companies.

• A scheme of amalgamation is prepared and submitted
for approval to the respective High Court.

• Approval of the shareholders’ of the constituent
companies is obtained followed by approval of SEBI.

• A new company is formed and shares are issued to the
shareholders’ of the transferor company.

• The transferor company is then liquidated and all the
assets and liabilities are taken over by the transferee
company.



Why Amalgamate?

• To acquire cash resources

• Eliminate competition

• Tax savings

• Economies of large scale operations

• Increase shareholders value

• To reduce the degree of risk by diversification

• Managerial effectiveness

• To achieve growth and gain financially
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Main Role and Functions of RBI

 Monetary Authority: Formulates, implements and 

monitors the monetary policy for A) maintaining price 

stability, keeping inflation in check ; B) ensuring 

adequate flow of credit to productive sectors.

 Regulator and supervisor of the financial 

system: lays out parameters of banking operations 

within which the country”s banking and financial system 

functions for- A) maintaining public confidence in the 

system, B) protecting depositors’ interest ; C) providing 

cost-effective banking services to the general public.



 Regulator and supervisor of the payment systems: A) 

Authorises setting up of payment systems; B) Lays down 

standards for working of the payment system; C)lays down 

policies for encouraging the movement from paper-based 

payment systems to electronic modes of payments. D) 

Setting up of the regulatory framework of newer payment 

methods. E) Enhancement of customer convenience in 

payment systems. F) Improving security and efficiency in 

modes of payment



 Manager of Foreign Exchange: RBI manages forex under the 

FEMA- Foreign Exchange Management Act, 1999. in order to A) 

facilitate external trade and payment B) promote the development 

of foreign exchange market in India.

 Issuer of currency: RBI issues and exchanges currency as well 

as destroys currency & coins not fit for circulation to ensure that 

the public has an adequate quantity of supplies of currency notes 

and in good quality.

 Developmental role : RBI performs a wide range of 

promotional functions to support national objectives. Under this it 

setup institutions like NABARD, IDBI, SIDBI, NHB, etc.



 Developmental role : RBI performs a wide range of 
promotional functions to support national objectives. Under 
this it setup institutions like NABARD, IDBI, SIDBI, NHB, 
etc.

 Banker to the Government: performs merchant banking 
function for the central and the state governments; also acts 
as their banker.

 Banker to banks: An important role and function of RBI is 
to maintain the banking accounts of all scheduled banks and 
acts as the banker of last resort.

 An agent of Government of India in the IMF.
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The Memorandum of Association or MOA 
of a company defines the constitution and 
the scope of powers of the company. In 
simple words, the MOA is the foundation 
on which the company is built. In this 
article, we will look at the laws and 
regulations that govern the MOA. Also, we 
will understand the contents of the 
Memorandum of Association of a company.

https://www.toppr.com/guides/civics/the-indian-constitution/the-constitution-of-india/
https://www.toppr.com/guides/business-economics/introduction-to-business-economics/scope-of-business-economics/
https://www.toppr.com/guides/business-laws-cs/elements-of-company-law


The MOA of a company contains the object for which the 
company is formed. It identifies the scope of its 
operations and determines the boundaries it cannot cross.

It is a public document according to Section 399 of
the Companies Act, 2013. Hence, any person who enters
into a contract with the company is expected to have
knowledge of the MOA.

It contains details about the powers and rights of the 
company.

https://www.toppr.com/guides/business-laws/companies-act-2013/
https://www.toppr.com/guides/business-laws/indian-contract-act-1872-part-i/what-is-a-contract/
https://www.toppr.com/guides/business-laws-cs/role-of-company-secretary/role-of-company-secretary-under-companies-act/


 According to Section 4 of the Companies Act, 2013,
companies must draw the MOA in the form given in Tables
A-E in Schedule I of the Act. Here are the details of the
forms:

 Table A: Form for the memorandum of association of a
company limited by shares.

 Table B: Form for the memorandum of association of a
company limited by guarantee and not having a share
capital.

 Table C: Form for the memorandum of association of a
company limited by guarantee and having a share capital.

 Table D: Form for the memorandum of association of an
unlimited company.

 Table E: Form for the memorandum of association of an
unlimited company and having share capital.

https://www.toppr.com/guides/business-laws-cs/indian-contract-act-1872/contract-of-guarantee/


Keep in mind the following aspects before submitting the MOA:
Print the MOA

•Divide it into paragraphs

•Number the pages in sequence

•Ensure that at least seven people sign it (2 in the case of a private 
limited company and one in case of a One Person company).

•Have at least one witness to attest the signatures

•Enter particulars about the signatories and witnesses like address, 
description, occupation, etc.
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 Definition of Data Collection

“Data collection is a process by which the researcher 

collects the information from all the relevant sources to find 

answers to the research problem, test hypothesis and 

evaluate the outcomes”.

 Methods of data collection

• Primary Data

• Secondary Data

o Explanation

• Primary Data

When the data are collected directly by the researcher 

for the first time is called as primary data. It is original in 

nature and is specific to a research problem. It is also called 

as first hand data.



• Secondary Data

When the data is collected by someone else for his 

research work and has already passed through the statistical 

analysis is called the secondary data.

Thus, the secondary data is the second–hand data 

which is readily available from the other sources.

 Sources of Data

o Primary Data 

Methods of collection of primary data

 Direct Personal Interview

 Indirect Oral Interview

 Information through agencies

Mailed questionnaires

 Schedules sent through enumerators 



o Secondary data

These are readily available from the other sources and 

as such, there are no specific collection methods. The 

researcher can obtain data from the sources both internal 

and external to the organization.

 Internal sources of secondary data are:

 Sales report 

 Financial statements

 Customers details like name, age, contact details etc.

 Company information

 Reports and feedback from a dealer, retailer and 

distributor

Management Information System (MIS)



 External sources of secondary data:

 Govt. censuses like the population census, agriculture 

census etc.

 Information from other govt. departments like social 

security, tax records etc.

 Business journals

 Business magazines

 Libraries

 Internet

 Tools of Data collection

Different tools used for data collection may be ;

• Questionnaires

• Interviews

• Schedules

• Observation



o Questionnaires

It may be defined as;

“A questionnaire is a systematic compilation of 

questions that are submitted to a sampling of population 

from which information is desired”.

 Merits

• It is very economical

• It is a time saving process

• It covers the research in wide area

• It is most reliable in special cases

 Demerits

• Through this we get only limited responses

• Greater possibility of wrong answers

• Sometimes answers may be illegible

• Chances of receiving incomplete records are more 



o Interview

It may be defined as;

“Interviewing is fundamentally a process of social 

interaction”.

 Merits

• Direct research

• Deep research

• Knowledge of past and future

• Knowledge of special features

• Examination of known data

 Demerits

• Misleading information

• Defects due to interviewee

• Incomplete research



o Schedules

It may be defined as;

“Schedule is the name usually applied to set of 

questions, which are asked and filled by an interviewer in a 

face to face situation with another”. 

 Points to be kept in mind while designing the schedules

• Interviewer should not frame long, complex and 

defective questions.

• Unrelated and unnecessary questions should not be 

asked.

• Schedules should not contain personal and upsetting 

questions.

• Its questions should be simple, clear and relevant to 

topic

• Questions be suitable to respondents intelligence level.



 Merits

• Higher percentages of responses 

• Possible to observe personality factors

• Removal of Doubts

• It is possible to know about the defects of the 

interviewee 



 Steps or procedures to collect data

o Identify opportunities for collecting data

o Select opportunities and goals

o Plan an approach and methods

 Who will the data be collected about?

 What locations or geographical areas will the data be 

gathered about?

 How should data be collected?

• Qualitative data 

• Quantitative data



 What sources of data should be used to collect 

information?

• Pre-existing or official data

• Survey data

• Interviews and focus group

• Observed data

 How long will the data be collected?

o Collect data 

o Analyze and interpret data

o Act on result



Ways to collect data

• Surveys 

• Online Tracking

• Transactional data tracking

• Online marketing analytics

• Social media monitoring 

• Collecting subscription and registration data

• In store traffic monitoring



Seminar Topic : Team Building 

Name: Danamma Shedabale

Class :M.Com I Sem

2019-2020



Team Building

 Definition: Team building is a management 
technique used for improving the efficiency and 
performance of the workgroups through various 
activities. It involves a lot of skills, analysis and 
observation for forming a strong and capable team. 
The whole sole motive here is to achieve the 
organization vision and objectives.



How to Build a Great Team?
 Forming a great team requires a lot of skills and presence of 

mind. Usually, some managers specialize in team-building skills 
and are hired by the companies on this parameter.

 The manager responsible for team building must be able to find 
out the strengths and weaknesses of the team members and 
create the right mix of people with different skill sets. He must 
focus on developing strong interpersonal relations and trust 
among the team members.

 The manager must encourage communication and interaction 
among the team members and also reduce stress with the help of 
various team-building activities.

 He must clearly define the goals and objectives of the 
organization to the team members. He must also specify the role 
of each member in the team to direct them towards the 
achievement of the organizational goals

https://theinvestorsbook.com/effective-communication.html


Content: Team Building

 Process
Advantages
Disadvantages
Example

https://theinvestorsbook.com/team-building.html
https://theinvestorsbook.com/team-building.html
https://theinvestorsbook.com/team-building.html
https://theinvestorsbook.com/team-building.html


Team Building Process

 Team building is not a one-time act. It is a step by step 
process which aims at bringing a desirable change in 
the organization. Teams are usually formed for a 
particular task or project and are mostly for the short 
term



 Identify the Need for Team Building

 The manager has first to analyze the requirement of a team 
for completing a particular task. It should find out the 
purpose of the work to be performed, required skills for the 
job and its complexity before forming a team.

 Define Objectives and Required Set of Skills

 Next comes the chalking down of the organizational 
objectives and the skills needed to fulfil it.

 Consider Team Roles

 The manager considers the various aspects, i.e. the 
interactions among the individuals, their roles and 
responsibilities, strengths and weaknesses, composition 
and suitability of the possible team members.

 Determine a Team Building Strategy



 Now, the manager has to understand the operational framework well to ensure 
an effective team building. He must himself be assured of the objectives, roles, 
responsibilities, duration, availability of resources, training, the flow of 
information, feedback and building trust in the team.

 Develop a Team of Individuals
 At this stage, the individuals are collected to form a team together. Each 

member is made familiar with his roles and responsibilities within the team.
 Establish and Communicate the Rules
 The rules regarding the reporting of team members, meeting schedules, and 

decision making within the team are discussed. The individuals are encouraged 
to ask questions and give their views to develop open and healthy 
communication in the team.

 Identify Individual’s Strengths
 Various team-building exercises are conducted to bring out the strengths of the 

individuals. It also helps in familiarizing the team members with each other’s 
strengths and weakness.

 Be a Part of the Team
 At this point, the manager needs to get involved with the team as a member 

and not as a boss. Making the individuals realize their importance in the team 
and treating each member equally is necessary. The team members should see 
their manager as their team leader, mentor and role model



Advantages of Team Building

 Identify Strengths and Weaknesses: Through team-building 
exercises, the strengths and weaknesses of each member can be 
identified. In day to day routine work, such an analysis cannot be 
done. These competencies can be used by the managers to form 
effective teams.

 Direct Towards Vision and Mission: Team building activities 
define the role and importance of the team for the organization 
to reach its vision. It makes the individuals understand the 
organization’s goals, objectives, mission and vision very clearly 
and motivates them to contribute towards it.

 Develops Communication and Collaboration: Team building 
activities enhance the interpersonal relations of the team 
members. It makes individuals comfortable and familiar with 
one another. Collaboration develops trust and understanding 
among the team members.



 Establishes Roles and Responsibilities: It defines and 
clarifies the role of each member of a team. Moreover, the 
members are given individual responsibilities, along with 
the motivation of performing as a team.

 Initiates Creative Thinking and Problem Solving: In a 
team, individuals are motivated to give their views, 
opinions and solution to a particular problem. It leads to 
brainstorming and exploring their creative side.

 Builds Trust and Morale: By conducting team building 
activities, the organization makes the employees feel 
valued. It encourages them to develop their skills and build 
strong interpersonal relations, ultimately boosting the 
morale and trust of the team members



Disadvantages of Team Building
 Develops Conflict: Sometimes, the team lacks coordination and 

understanding among its members. This leads to conflict and clashes 
within the team and hence decreases the efficiency and productivity. A 
lot of time is wasted in such conflict management.

 Unproductive or Freeride Team Members: At times, some of the 
team members do not contribute much to team performance. Such 
individuals are considered to be freeriding team members. They prove 
to be inefficient and less productive for the team.

 May Lead to Non-Cooperation: Every individual is different from one 
another. The team members sometimes lack cooperation and unity. 
This non-cooperation among the team members leads to wastage of 
efforts and hinders the performance of the team as a whole.

 Difficult to Evaluate Individual Performance: Whatever the result 
or the outcome the organization gets by team building is the team’s 
achievement or failure. Usually, the organization overlooks the 
contribution of each member individually while rewarding the efforts 
of the whole team.



 Involves Cost: Team building activities require time and 
money. Moreover, a lot of time, cost and resources are 
consumed in ensuring coordination, balance, feedback, 
decision making and conflict management within the 
teams formed.

 Accountability and Credibility Issues: In case of 
failure, it becomes difficult to find out the reason. The 
team members sometimes do take up the accountability 
of their work, holding the other members to be 
responsible for the unfavourable outcome.

 In case of success, the team members get busy in taking 
up the credit themselves, ignoring the efforts of the 
whole team together.
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The term commercial bank refers to a financial 
institution that accepts deposits, offers checking 
account services, makes various loans, and offers 
basic financial products like certificates of 
deposit (CDs) and savings accounts to individuals 
and small businesses. A commercial bank is where 
most people do their banking.
Commercial banks make money by providing and 
earning interest from loans such as mortgages, 
auto loans, business loans, and personal loans. 
Customer deposits provide banks with the capital 
to make these loans.

What Is a Commercial Bank?

https://www.investopedia.com/terms/b/bank.asp
https://www.investopedia.com/terms/f/financialinstitution.asp
https://www.investopedia.com/terms/c/checkingaccount.asp
https://www.investopedia.com/terms/c/certificateofdeposit.asp


Commercial banks are of three types, 
which are as follows:

Public Sector Banks:
Private Sector Banks:
Foreign Banks:



 Public Sector Banks:

Refer to a type of commercial banks that are nationalized 

by the government of a country. In public sector banks, 

the major stake is held by the government. In India, 

public sector banks operate under the guidelines of 

Reserve Bank of India (RBI), which is the central bank. 

Some of the Indian public sector banks are State Bank of 

India (SBI), Corporation Bank, Bank of Baroda, Dena 

Bank, and Punjab National Bank.



Refer to a kind of commercial banks in which major 
part of share capital is held by private businesses 
and individuals. These banks are registered as 
companies with limited liability. Some of the Indian 
private sector banks are Vysya Bank, Industrial 
Credit and Investment Corporation of India (ICICI) 
Bank, and Housing Development Finance 
Corporation (HDFC) Bank

 Private Sector Banks:



Refer to commercial banks that are headquartered in a 
foreign country, but operate branches in different countries. 
Some of the foreign banks operating in India are Hong Kong 
and Shanghai Banking Corporation (HSBC), Citibank, 
American Express Bank, Standard & Chartered Bank, and 
Grindlay’s Bank. In India, since financial reforms of 1991, 
there is a rapid increase in the number of foreign banks. 
Commercial banks mark significant importance in the 
economic development of a country as well as serving the 
financial requirements of the general public.

 Foreign Banks:
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The single entry system is defined as “a system of 
maintaining business transactions in a manner 
convenient to a particular trader; where the principle of 
double entry system is not applied for all the 
transactions.”

It is incomplete, unscientific, inaccurate and 
unsatisfactory system of recording the business 
transactions.

Single entry system is a system of book-keeping in 
which each and every aspect is not kept. 

Single entry system is a system which is not a complete 
double entry system.

It is a system in which every debit has no corresponding 
credit or vice-versa.



1. It is incomplete, unscientific, inaccurate and 
unsatisfactory system.

2. Each and every aspect is not to be recorded.

3. Under this system personal accounts of debtors and 
creditors and cash and bank accounts are commonly 
maintained.

4. For majority transactions only one aspect is recorded 
and so, this system is popularly called as single entry 
system.

5. No hard and fast rules are followed.

6. It is simple and easy method.



7. It is less costly method.

8. It is suitable to petty businessmen. 

9. It is less time consuming method.

10. It is not possible to prepare the trial balance and 
thereby we cannot verify the arithmetical accuracy of 
books of accounts.

11. It is not possible to ascertain the correct profit or loss 
of the business.

12. It is not possible to ascertain the correct financial 
position of the business.

13. It gives much scope for misappropriation and fraud.



1. It is simple and easy method.

2. It is less costly method.

3. It is less time consuming method.

4. It is suitable to petty businessmen



1. It is incomplete, unscientific, inaccurate and 
unsatisfactory system.

2. It is not possible to prepare the trial balance and 
thereby we cannot verify the arithmetical accuracy 
of books of accounts.

3. It is not possible to ascertain the correct profit or 
loss of the business.

4. It is not possible to ascertain the correct financial 
position of the business.

5. It is not suitable to big businessmen.

6. It gives much scope for misappropriation and 
fraud.



On the basis of books of accounts maintained, single 
entry system can be divided in to three types. They 
are:

1.  Pure single entry system:

It is a system under which only the personal 
accounts of debtors and creditors are maintained. 
And no subsidiary books are maintained.

2. Simple single entry system:

It is a system under which only one subsidiary book, 
namely, the cash book and a ledger containing only 
the personal accounts of debtors and creditors are 
maintained.



3. Quasi or semi- single entry system:

It is a system under which more than one subsidiary 
book      ( usually, the cash book, the purchases book, 
the sales book, the purchases returns book and the 
sales returns book) and a  ledger containing only the 
personal accounts of debtors and creditors are 
maintained. The other the personal accounts, real 
accounts and the nominal accounts are not 
maintained.
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Mental health

• Mental health is a vital component of the total 
health of an individual because our entire 
thought process takes place in mind, ideas 
originate in mind and all kinds of directions 
are issued from mind which guide, shape and 
regulate communication, conduct and 
behavior and determine personal and social 
functioning as well as adjustment 



Definition of mental health

• According to Maslow (1970) people who have 
fulfilled their potentialities to the greatest 
degree will lead us to the formulation of a 
‘positive psychology’ and will rid us from the 
negative approaches. He is always concerned 
to study the best, the healthiest and the most 
mature side of human nature.



Factors influencing mental health

• 1. Individual factors include a person’s biologic 
make up having a sense of harmony in one’s life, 
vitality, finding meaning in life, emotional 
resilience or hardiness, spirituality, having 
positive identity. 

• 2. Interpersonal factors include effective 
communication, helping others, intimacy and 
maintaining a balance of separateness and 
connection (sense of belongingness), family and 
social support. 



• 3. Social-cultural factors include having a sense 
of communication, access to adequate 
resources, intolerance of violence, social 
organization, time orientation, environmental 
control. 

• 4. Self-esteem plays a significant role in 
determining mental health, people with high 
self-esteem experience less stress and strain and 
shoulder their responsibilities very well. 



• 5. Internal locus of control is associated with 
mental health. They take responsibility for 
their own actions and view themselves as 
having control over their destiny. They are 
managed by themselves rather than by 
external factors.



• 6. Emotional intelligence is positively higher 
related with general health, healthy coping 
style, empathy, happiness, whole constructs 
like alexithymia, neuroticism, stressful events 
and mood fluctuations are negatively 
correlated. 
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A big business concerns dealing in different 
kinds of goods or services is usually divided into 
a number of departments. 
A business having a number of departments 
each specializing in a particular line of activity is 
called departmental undertaking.
Under one management and under one roof the 
different goods and services are rendered is 
called departmental undertaking.
The accounts relating to different goods or 
services are called departmental accounting



1. To ascertain the result of each department

2. To compare the trading result of one 
department with the another department

3. To take necessary steps either to improve 
the department which is under loss or to 
close down all together the department which 
is under loss.



4. To evaluate the performance  of each 
department 

5. To reward the departmental managerial staff 
on the basis of trading results.

6. To have effective managerial control over 
the working of each department



Apportionment of expenses means allocation 
of common expenses among the different 
departments on suitable basis



Sl. No BASIS OF ALLOCATION COMMON EXPENSES

01 Net purchase ratio        

( Total purchases 

minus Purchase 

returns or returns 

outwards)

Carriage inwards, fright, octroi, duty 

etc

02 Net sales ratio 

(Total sales minus 

sales returns or 

returns inwards)

Commission on sales, discount 

allowed, carriage outwards, bad 

debts, RDD, RFDD, advertisement, 

sales tax etc
03 Staff appointed 

ratio (No of 

employees)

Salary, wages, labour welfare, 

canteen expenses etc.



04 Space or area 

occupied

Rent, rates, taxies, insurance on 

building, repairs of building, 

depreciation on building etc.

05 Closing stock ratio Insurance on goods, godown rent 

etc

06 Time spent or time 

devoted ratio

Salary of works manager

07 Value of assets ratio Depreciation, repairs, maintenance 

of assets

08 Units consumed ratio Lighting and heating, power, motive 

power, electricity etc.



1. If the basis for allocation in not given in the 
problem, then those expenses should be 
apportioned on the basis of sales ratio ( turnover 
ratio)

2. However, there are certain common indirect 
expenses which cannot be apportioned on any 
one of the above basis. Such expenses should be 
directly recorded in the General Profit and Loss 
Account, which is meant for the entire 
organization. Such expenses are bank interest, 
accountancy charges, audit fees, income tax, and 
insurance on comprehensive policy.



Sl. No BASIS OF 

ALLOCATION

COMMON INCOMES

01 Net purchase ratio Discount received, commission 

earned

02 According to given 

ratio or allocated 

equally

Interest from bank, interest on 

investments etc.



Transfer of goods and services from one 
department to another department is called 
interdepartmental transactions.



1. Interdepartmental transfer of goods from one 
department to another department is appearing 
in the trading account. The entry is:

Receiving Department A/c …………………………Dr

To Giving Department A/c

2. Interdepartmental transfer of service from one 
department to another department is appearing 
in the profit and loss account. The entry is:

Receiving Department A/c …………………………Dr

To Giving Department A/c



PURCHASES BOOK: It is a book meant for 
recording only credit purchases of goods.

Note: 1. Cash purchases of goods are appearing 
in the cash book. 

2.  Credit purchases of the things other than 
the goods are appearing in the journal proper.

SALES BOOK: It is a book meant for recording the 
credit sales of goods only.

Note:  1. Cash sales of goods are appearing in 
the cash book.  

2.  Credit sales of the things other than the 
goods are appearing in the journal proper.
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Business Law or Mercantile Law
Introduction:

Man is a social being. He lives in society with his
fellow beings. When living so, he has to observe a
code of conduct or a set of rules for peaceful living
and welfare of the whole society.

These rules of conduct, when recognised by the
State and enforced by it on people are termed as
Law.

Such law is not static. It changes when
circumstances and conditions in the society change.
Law is therefore dynamic.



Need for the Knowledge of Law:

• Ignorance of law is not an excuse. Though it is not
possible for a common man to learn every branch
of law, yet he must know at least the general
principles of the law of his country.

• Knowledge of Mercantile Law or Business Law is
essential to people engaged in various economic
and commercial activities i.e. business activities.

• The general knowledge of mercantile law will
certainly help businessmen to solve their
business problems and avoid conflicts with
others.



Meaning and Scope:
• The term ‘Mercantile or Business Law’ may

be defined as that branch of law which deals
with the rights and obligations arising out of
mercantile or business transactions between
businessmen.

• It consists of those rules that govern and
regulate trade, commerce and industry. It is
one of the important branches of Civil Law.
Mercantile law is also known as Business Law.



• The scope of mercantile law is very wide and
varied. It includes law relating to contracts,
partnership, companies, sale of goods,
negotiable instruments, carriage of goods,
insolvency and arbitration and applies not
only to businessmen but also to bankers and
other professional men as well as to common
people. Hence it is also known as Business
Law.



Law of Contract
Introduction:

• Law of Contract is one of the most important
branches of mercantile law. It is the foundation of
modern business.

• In business, promises are made at one time and
are performed at another time. To see that the
promises made are duly performed by the parties
to the Contract and to carry on the business
smoothly, the law of Contract came into force.

• The law of Contract lays down the rules relating
to promise, their formation, their performance
and their enforceability.



Indian Contract Act 1872

• It determines the circumstances in which
promise made by the parties to a contract
shall be legally binding on them.

• All of us enter into a number of contracts
everyday knowingly or unknowingly.

• Each contract creates some right and duties
upon the contracting parties. Indian contract
deals with the enforcement of these rights
and duties upon the parties.



Meaning of Contract:

• According to Section 2(h) of the Indian
Contract Act 1872, “A contract is an agreement
enforceable by law”.

• According to Fredrick Pollock, “Every
agreement and promise enforceable by law is a
contract”.

• A contract is legally binding agreement
between two or more persons.

• A contract is an agreement between two or
more parties which is enforceable at law.



From the above definitions, a contract 
essentially consists of two elements:

1. an agreement and

2. its legal enforceability i.e. legal obligation.
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Reconciliation of Cost and Financial 
Accounts

Meaning
In business concern where Non-integrated Accounting System is followed. cost and financial
accounts are maintained separately, the difference between the end result of these two are required to

be
reconciled. Reconciliation of cost and financial accounts mean tallying the profit or loss revealed by

both
set of accounts. The chief aim is to find out the reasons for the difference between the results shown by
Cost Accounts and Financial Accounts.

Reasons for the Difference
The various reasons which create difference between cost and financial profit or loss shown by the
two set of books may be listed under the following heads :
(1) Items shown only in Financial Accounts
(2) Items shown only in Cost Accounts
(3) Absorption of Overheads
(4) Methods of Stock Valuation
(5) Abnormal Loss and Gains



• (1) Items shown only in Financial Accounts: Some items of income and expenses which are included
• only in financial accounts but are not shown in cost accounts and vice versa. The following items 

are shown
• in financial accounts but not in cost accounts:
• (A) Income:
• (1) Profit on sale of fixed assets
• (2) Interest received on investment
• (3) Dividend received on investment
• (4) Rent, brokerage and commission received
• Reconciliation of Cost and Financial Accounts
• (5) Premium on issue of shares
• (6) Transfer fees received.
• (B). Expenditure:
• (1) Loss on sale of fixed assets, e.g., Plant, Machinery, Building etc.
• (2) Interest paid
• (3) Discount paid
• (4) Dividend paid
• (5) Losses due to scrapping of plant and machinery
• (6) Penalties and,fines
• (7) Expenses of shares' transfer fees
• (8) Preliminary expenses written off
• (9) Damages payable at law.



• (2) Items shown only in Cost Accounts: There are some items which are recorded only in Cost Accounts

• but are not included in financial accounts, national interest on capital, notional rent of premises owned, 
salary

• to proprietor etc. are not recorded in financial account because the amount is not actually spent or paid. 
These

• expenses reduced the profit in cost account while in financial account it may be the reverse effect.

• (3) Absorption of Overheads : In financial accounts actual amount of expenses paid are recorded

• while in cost accounts overheads are charged at predetermined rates. If overhead charged are not equal 
to

• the amount of overhead incurred the under or over absorption of overhead leads to difference in profits 
of

• two accounts.

• (4) Methods of Stock Valuation: The term stock refers to opening or closing stock of raw materials,

• work in progress and finished goods. In financial accounts stocks are valued at cost price or market price

• whichever is lower. In Cost Account; stock of raw materials can be valued on the basis of FIFO, LIFO and

• Simple Average Method etc., and work in progress may be valued at Prime Cost or Work Cost. Finished

• stocks are generally valued on the basis of cost of production. Thus, the adoptation of different method of

• valuation of stock leads to difference in profits of two sets of accounts.

• (5) Abnormal Losses and Gains: Different items of abnormal wastages, losses or gains which are

• included in financial accounts but are not recorded in cost accounts. Thus, the figures of abnormal losses 
and

• gains may affect the results in financial accounts alone.



THANK YOU



LOGO

Evaluating a Company’s 
External Environment

Madhuri Kadapure

M.Com I Sem



Thinking about 
Company’s situation

Form a 
strategic 

vision 
(where)

Identify 
promising 
strategic 
options

Select the 
best 

strategy 
& 

business 
model

Thinking 
about 

external 
environment

Thinking 
about 

internal 
environment



The strategically relevant components of a 
company’s external environment

Company’s macro environment
all relevant factors & influences outside the company’s 

boundaries

Relevant influences can sometimes impact on 
company’s business situation, direction, & 
strategy.

ex) Cigarette company : antismoking 
ordinances

Motor vehicle company : fuel mileage, 
gasoline prices

Drug company : longer life expectancies



Company’s industry & competitive environment

Task is much more focused

Question 1. what are the industry’s dominant 
economic features?

Question 2. what competitive forces & how strong 
is each force?

Question 3. What forces are driving industry 
change & impact on competitive intensity?

Question 4. what market positions industry rivals 
occupy?

Question 5. what strategic moves are rivals make 
next?

Question 6. what are the key factors for future 
success?

Question 7. the outlook offer a good opportunity 
to earn profits?



Q1.What are the industry’s dominant economic 
features?

Economic features are defined by such 
factors as market size & growth rate.

the number & sizes of buyers & sellers

the geographic boundaries of the market

the pace of technological change

the extent of vertical integration

cf.) Table 3.1 – Textbook

When an industry is characterized by 
important learning/experience curve 
effects, industry members are strongly 
motivated to adopt volume increasing 
strategies to capture the resulting cost-
saving economies and maintain their 
competitiveness



Q.2 Is the industry competitively 
attractive or unattractive?

The Five-Forces Model of competition



Competitive rivalry within an industry

>>An ongoing and dynamic 

confrontation
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Rivalry among competitive sellers 

Rivalry is generally stronger when:

 Competing seller are active in making fresh moves to improve 
their market standing and business performance.

 Buyer demand is growing slowly

 Buyer demand falls off and sellers find themselves with 
excess capacity and/or inventory.

 The number of rivals increases and rivals are of roughly equal 
size and competitive capability.

 Buyer costs to switch brands are low.

 The products of rival sellers are commodities or else weakly 
differentiated.

 One or two rivals have powerful strategies and other rivals 
are scrambling to stay in the game.



Rivalry among competitive sellers 

Rivalry is generally weaker when:

 Industry members move only infrequently or in a 
nonaggressive manner to draw sales and market share away 
from rivals.

 Buyer demand is growing rapidly.

 The products of rival sellers are strongly differentiated and 
customer loyalty is high.

 Buyer costs to switch brands are high.

 They are fewer than 5 sellers or else so many rivals that any 
one company’s actions have little direct impact on rivals’ 
business.



Threat of new entrance

Entry threats are generally stronger when:

 The pool of entry candidates is large and some have 
resources that would make them fomidable market 
contenders.

 Entry barriers are low or can be readily hurdled by the likely 
entry candidates

 When existing industry members are looking to expand their 
market reach by entering product segments or geographic 
areas where they currently do not have a presence.

 Newcomers can expect to earn attractive profits.

 Buyer demand is growing rapidly.

 Industry members are unable to strongly contest the entry of 
newcomers.



Threat of new entrance

Entry threats are generally weaker when:

 The pool of entry candidates is small.

 Entry barriers are high.

 Existing competitors are struggling to earn healthy profits.

 The industry’s outlook is risky or uncertain.

 Buyer demand is growing slowly or is stagnant

 Industry members will strongly contest the efforts of new 
entrants to gain a market foothold.



Threat of substitute products

Competitive pressures from substitute 
products are generally stronger when:

 Good substitutes are readily available or new ones are 
emerging.

 Substitutes are attractively priced.

 Substitutes have comparable or better performance features.

 End users have low costs in switching to substitutes.

 End users grow more comfortable with using substitutes.



Threat of substitute products

Competitive pressures from substitute 
products are generally weaker when:

 Good substitutes are not readily available or don’t exist.

 Substitutes are higher priced relative to the performance they 
deliver.

 End users have high costs in switching to substitutes.



Bargaining Power of suppliers

Supplier bargaining power is generally 
stronger when:

 Industry members incur high costs in switching their 
purchases to alternative suppliers.

 Needed inputs are in short supply (which gives suppliers more 
leverage in setting prices).

 A supplier has differentiated input that enhances the quality 
or performance of sellers’ products or is a valuable or critical 
part of sellers’ production process.

 There are only a few suppliers of a particular input.

 Some suppliers threaten to integrate forward into the 
business of industry members and perhaps become a 
powerful rival.



Bargaining Power of suppliers

Supplier bargaining power is generally 
weaker when:

 The item being supplied is a commodity, that is, an item 
readily available from many suppliers at the going market 
price.

 Seller switching costs to alternative suppliers are low.

 Good substitute inputs exist or new ones emerge.

 There is a surge in the availability of supplies.

 Industry members account for a big fraction of suppliers’ total 
sales and continued high volume purchases are important to 
the well-being of suppliers.

 Industry members are a threat to integrate backward into the 
business of suppliers and to self-manufacture their own 
requirements.

good morning



Bargaining Power of buyers

Buyer bargaining power is generally 
stronger when:

 Buyer switching costs to competing brands or substitute 
products are low.

 Buyers are large and can demand concessions when 
purchasing large quantities.

 Large volume purchases by buyers are important to sellers.

 Buyer demand is weak or declining.

 There are only a few buyers

 Identity of buyers adds prestige to the seller’s list of 
customers.

 Quantity and quality of information available to buyers 
improves.



Bargaining Power of buyers

Buyer bargaining power is generally 
weaker when:

 Buyers purchase the item infrequently or in small quantities.

 Buyer switching costs to competing brands are high.

 There is a surge in buyer demand that creates a seller’s 
market.

 A seller’s brand reputation is important to a buyer.

 A particular seller’s product delivers quality or performance 
that is very important to buyer and that is not matched in 
other brands.

 Buyer collaboration or partnering with selected sellers 
provides attractive win-win opportunities.



Q3. what forces are driving industry 
change and what impacts will they have?

Driving 

industry

participants

Driving forces

How the 

industry
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Driving forces

1. Change in the long term industry 
growth rate 

2. Increasing globalization 

3. Emerging new Internet capabilities 
and applications 

4. Change in who buy the product and 
how they use it 

5. Product innovation 

6. Technological change and 
manufacturing process innovation. 

7. Marketing innovation 



Driving forces

8. Entry or exit of major firms 

9. Diffusion of technical know-how across 
more companies and 

 more countries 

10. Change in cost and efficiency 

11. Growing buyer preferences for 
differentiated products 

12. Reductions in uncertainty and business 
risk 

13. Regulatory influences and government 
policy change 

14. Changing societal concerns, attitudes, 
and lifestyles 



Driving forces analysis 

1)identifying what the driving forces 
are

2)assessing whether the drivers of 
change are, on the whole, acting to 
make the industry more or less 
attractive

3)determining what strategy changes 
are needed to prepare for the impacts 
of the driving forces. 



Making strategy adjustments to take 

the impact of the driving Forces into account

 driving forces has practical value and is 

basic to the task of thinking strategically 

about where the industry is headed and 

how to prepare for the anticipated 

changes.



Q4. What market positions do rivals occupy, 
who is strongly positioned and who is not?

Strategic group mapping

: very useful tool for comparing the 
market positions of each firm 
separately or grouping them into like 
positions



guidelines for mapping the 
positions▼

Using strategic group maps to assess 

the market positions of key competitors 

Strategic group's 
composition 
: competitor in 
the industry & 
positions in market

1) The two variables selected as axes for the 
map should not be highly correlated

4) drawing the sizes of the circles on the map 
proportional to the combined sales of the 
firms

3) the variables used as axes don't have to 
be either quantitative or continuous

2) the variables chosen as axes for the map 
should expose big differences in how rivals 
position themselves to compete in the 
markets.

5) it is advisable to experiment with different 
pairs of competitive variables



What can be learned from 
strategic group maps?
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Q5. what strategic moves are 
rivals likely to make  next?

Identifying Competitor’s 

Strengths and Weaknesses

how?

Web 
postings

Public 
documents

10-k filings



Predicting Rivals’ Next Moves

Good feels for each 
rival’s                                 
situation

How its managers think

What the rival’s best 
strategic options are



Q6. what are the key factors for 
future competitive success?

 Common types of industry Key Success Factors

Technology

Distribution

Skills&

capability

others

Marketing

Manufacturin
g



Q.7 Does the outlook for the industry offer the 
company a good opportunity to earn attractive 
profits?

Attractive 
industry

Good 
opportunity

Investment

Long-term 
competitive 
position



summary

What are the industry’s dominant economic features

What kinds of competitive forces are industry 

members facing, And how strong is each force

What forces are driving changes in the industry, and 

What impact will these changes have on competitive

Intensity and industry profitability

What market positions do industry rivals occupy

1

2

3

4



summary

What strategy moves are rivals likely to make next?

What are the key factors for future 

competitive success?

Dose the outlook for the industry present the company

With sufficiently attractive prospects for profitability?

Conclusion

5

6

7
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RETAIL PRICING

Introduction:

One of the four major elements of the marketing mix

is price. It is one of the four P's. Price, Product,

Promotion and Place, or where the product is

distributed.

The price is a very significant factor in determining

the other elements of the marketing mix. Price

determines the consumer group that will be targeted,

as well as the advertising and promotion and

distribution.



We as customers, often get to read advertisements

from various retailers saying, “Quality product for

right price!” This leads to following questions such as

what is the right price and who sets it? What are the

factors and strategies that determine the price for

what we buy?

The core capability of the retailers lies in pricing the

products or services in a right manner to keep the

customers happy, recover investment for production,

and to generate revenue.



What is Retail Pricing?

The price at which the product is sold to the end

customer is called the retail price of the product.

Retail price is the summation of the manufacturing

cost and all the costs that retailers incur at the time of

charging the customer.

Companies do their pricing in a variety of ways. In

small companies prices are often set by the boss. In

large companies pricing is handled by division and

product line managers. To the manufacturers, price

represents the quantity of money received by the firm

or seller for its products. To a customer it represents a

monetary sacrifice.



Pricing is one of the most important elements of the

marketing mix, as it is the only element of the

marketing mix, which generates a turnover for the

organisation. The other 3 elements of the marketing

mix are the variable cost for the organisation.



Importance of Retail Pricing:

1. Price if very essential to both seller and the buyer in 

the market place because in money economy 

without price there cannot be marketing.

2. In a competitive market economy, price is 

determined by free play of demand and supply of a 

commodity and it determines the nature of market 

competition.

3. Price influences purchasing decision of a consumer.

4. Price is only revenue factor in marketing mix and 

rest are cost factors.



5. Pricing is an instrument for dealing with the 

competitors in the market.

6. Price reflects purchasing power of currency.

7. Price can determine the general living 

standards.

8. Pricing decisions have impact on financial 

objectives of the firm. 



Pricing Objectives:

A business will have some long-term objectives and

some short term objectives. While determining the

objectives of pricing policy, marketers must take into

account the reactions of number of parties such as

customers, competitors, dealers, Government, public

and so on. The following are the some of the

objectives of pricing policy



1. Profit Optimisation and Maximisation: Profit is

one of the major objectives of pricing. Firms

usually adopt optmisation of profits rather than

maximisation as the objective because they consider

profit over a long period to be more effective than its

maximisation.

2. Predetermined Return on Investment: It is

obvious fact that every business should earn a fair

rate of return on the capital employed. They estimate

the current demand and costs associated with

different alternative prices and then select the price

that ensures maximum current profits. Return on

Investment (ROI) or cash flow.



3. To Meet Challenges of Consumerism: Often

consumer- grievances focus on fairness of pricing.

Therefore enlisting consumer confidence in price

structure should be important objective of pricing

management.

4. To Survive and Exploit Competitive Position:

Due to severe competition many firms face

difficulties in the market place. As long as prices

cover fixed costs and variable costs the company

stays in business. Also to exploit competition

strategy of price cutting or low pricing is resorted to

defend company’s market share against competitors

challenge. The price leader who maintains stable

prices in the industry dominates other firms.



5. Retail Price Maintenance: The price policy aims to

ensure that, retailers would sell the products at fixed

rate throughout the market by an agreement to

maintain resale price at a desired rates.



B. Determination of Retail Pricing:

Service providers may have different methods or

approaches in fixing the price for their service. Such

approach method depends on the nature of service

that is delivered. Following are some of the methods.
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Company Final Accounts 

 Financial statements are the basic and formal annual
reports through which the corporate management
communicates financial information to its owners
and various other external parties which include
investors, tax authorities, government, employees,
etc. These normally refer to: (a) the balance sheet
(position statement) as at the end of accounting
period, and (b) the statement of profit and loss of a
company. Now-a-days, the cash flow statement is
also taken as an integral component of the financial
statements of a company.



Nature of Financial Statements 

The following points explain the nature of financial statements:
1. Recorded Facts: Financial statements are prepared on the basis of

facts in the form of cost data recorded in accounting books. The
original cost or historical cost is the basis of recording transactions.
The figures of various accounts such as cash in hand, cash at bank,
trade receivables, fixed assets, etc., are taken as per the figures
recorded in the accounting books. The assets purchased at different
times and at different prices are put together and shown at costs. As
these are not based on market prices, the financial statements do
not show current financial condition of the concern.

2. Accounting Conventions: Certain accounting conventions are
followed while preparing financial statements. The convention of
valuing inventory at cost or market price, whichever is lower, is
followed. The valuing of assets at cost less depreciation principle for
balance sheet purposes is followed.



 3. Postulates: Financial statements are prepared on
certain basic assumptions (pre-requisites) known as
postulates such as going concern postulate, money
measurement postulate, realisation postulate, etc.
Going concern postulate assumes that the enterprise
is treated as a going concern and exists for a longer
period of time. So the assets are shown on historical
cost basis. Money measurement postulate assumes
that the value of money will remain the same in
different periods.



 4. Personal Judgements: Under more than one circumstance,
facts and figures presented through financial statements are
based on personal opinion, estimates and judgements. The
depreciation is provided taking into consideration the useful
economic life of fixed assets. Provisions for doubtful debts are
made on estimates and personal judgements. In valuing
inventory, cost or market value, whichever is less is being
followed. While deciding either cost of inventory or market
value of inventory, many personal judgements are to be made
based on certain considerations. Personal opinion,
judgements and estimates are made while preparing the
financial statements to avoid any possibility of over statement
of assets and liabilities, income and expenditure, keeping in
mind the convention of conservatism



THANKING YOU
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Role and Importance of 
Retailer in the Channel of Distribution:

Retailers have an important place in the distribution
channel as they sell goods to final consumer. They play
useful as well as an important role in distribution
channel as the last link.

In the absence of retailers, the consumers cannot find
their necessary goods at a single convenient shop. They
need to visit many shops to meet their needs. Similarly
it is difficult for middlemen and manufacturer to
directly reach the consumer.

The role and importance of retailer can be understood
by services they provide to producers, wholesalers and
consumers.



Services of Retailer to Producers and Wholesalers:

a. They are the source for wider distribution of goods to 
consumers.

b. They share vital information about consumers, their 
preferences, likes, dislikes, price etc.

c. Assume risk by storing goods in advance.

d. Ensure increase in sales volume by reaching large 
number of customers.

e. Provide storing facility and reduce cost of operations 
for middlemen.

f. Undertake distribution on behalf of middlemen.



Services of Retailer to Consumers:

a. Making readily available of varieties of goods.

b. Supply of necessary and fresh goods.

c. Selection facility that is offering wide variety and give 
choice of selection.

d. Credit facility.

e. Home delivery.

f. Information of arrival of new goods.

g. Offering help and advice in shopping.

h. Facility of comfortable shopping.



The services they provide to producers, wholesalers and 
consumers make it clear that retailers are present in the 
distribution channel as bridge between producers or 
wholesalers and consumers. 

The importance and role of retailers can be understood 
from the following points:



Role and Importance of Retailers:

1. Link and communication between manufacturer and 
consumer:

2. He acts as an expert while distributing the goods:

3. Create Time and Place Utility:

4. Comfort and pleasant of shopping goods:

5. Service to manufacturers and middlemen:

6. Provision of storage and warehousing:

7. Increase in productivity:

8. Increase in standard of living:

9. Increase in employment opportunities:

10. Increase in GDP:

11. Retail as a separate branch of study:



Role and Importance of Retailers:

1. Link and communication between manufacturer and 
consumer:

2. He acts as an expert while distributing the goods

3. Create Time and Place Utility

4. Comfort and pleasant of shopping goods

5. Service to manufacturers and middlemen

6. Provision of storage and warehousing

7. Increase in productivity

8. Increase in standard of living

9. Increase in GDP

10. Retail as a separate branch of study



Functions of Retailer in the Distribution Channel:

1. Assortment of Products: 

2. Breaking Bulk:

3. Holding Inventory:

4. Convenient Locations and Timings:

5. Providing Services:

a. Credit facility.

b. Free home delivery.

c. Service guarantee.

d. Information about variety of goods.

e. Exchange/Return guarantee etc.

6. Recording and providing feedback

7. Increasing the value of products and services:  



6. Recording and providing feedback

7. Increasing the value of products and services:  



Challenges of Retail Sector: 

Challenges Faced By Organized Retailers 

Organized retail in India is little over a decade old. It is 
largely an urban phenomenon and the pace of growth 
is still slow. Some of the reasons for this slow growth 
are: -



1. Belief in unorganized retail: The very first challenge
facing the organized retail industry in India is
competition from the unorganized sector.
Traditionally retailing has established in India for
centuries. It is a low cost structure, mostly owner
operated, has negligible real estate and labour costs
and little or no taxes to pay. Consumer familiarity that
runs from generation to generation is one big
advantage for the traditional retailing sector.



2. Retailing is not considered as industry: Lack of
recognition as an industry hampers the availability of
finance to the existing and new players. This affects
growth and expansion plans.

3. Rocket high prices of real estate: Real estate prices
in some cities in India are amongst the highest in the
world. The lease or rent of property is one of the major
areas of expenditure; a high lease rental reduces the
profitability of a project.



4. High stamp duties: In addition to the high cost of
real estate the sector also faces very high stamp duties
on transfer of property, which varies from state to state
(12.5% in Gujarat and 8% in Delhi). The problem is
compounded by problems of clear titles to ownership,
while at the same time land use conversion is time
consuming and complex as is the legal process for
settling of property disputes.
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COMPETITIVE ADVANTAGE

A Competitive advantage is an advantage
over competitors gained by offering
consumers greater value, either by means
of lower prices or by providing greater
benefits and service that justifies higher
prices.





RESOURCES AND CAPABILITIES

A ‘Resources and Capabilities’ analysis is a study
about the potential of a company. Instead of
focusing on its results, it highlights the tools and
internal opportunities a company could use for
maximizing its outcome.

Resources are

1. Financial Resources
2. Human Resources
3. Natural Resources
4. Technological Resources



CAPABILITIES

Capabilities are the firm’s capacity to deploy 
resources that have been purposely integrated to 
achieve a desired end state.

Capabilities are

• Teamwork
• Good Relationship
• Adaptability
• Adjustment
• Cost Leadership
• Focus or concentration
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Meaning of Ethical Dilemmas

 An ethical dilemma or ethical paradox is a decision making problem between 

two possible moral imperatives , neither of which is unambiguously 

acceptable or preferable.

 An ethical dilemma is a moral situation in which a choice has to be made 

between two equally undesirable  alternatives. 



Nature & Significance of ED

 It is critically evaluates the situation in which a different choice to be  made 
between two or more alternatives  especially equally undesirable ones.

 In ED no matter  what course of action is taken , some ethical principles are 
to be compromise 

 ED helps to distinguish between values , ethics, moral values, laws & policies. 
And business entity can prefers necessary aspects.

 There must be different course of action choose from alternative course of 
action are required in critical situation.

 ED also makes distinguish which personal & professional ethics & also explains 
which one we have to follow up in various situation.

 ED helps to understand the situation & guide to the relevant body to choose 
the right one.



ED v/s Ethical issues:

 Ed is when one is faced two or more multiple option of choice or a confusion 

of understanding based on ethics.

 But ethical issues when a matter has both aspects right & wrong, if it is 

practising unethical activities . Then it will be considered as ethical issues. 



Ethics in marketing:

 Ethics marketing is a process through which companies generates  the 

customer interest in product or services & builds strong customer relationship 

. It creates value for all stakeholders by incorporating social &  

environmental.

 Ethics in marketing  refers to the applications of ethical values in production 

or product , pricing , placing or distribution , promotion or advertisement, 

services  after sales etc. 



Why a company needs ethics in 

marketing?

 When a company adopts ethics in marketing  that helps to increase the no of 

customer & positive attitudes towards the company which helps to reduce the 

advertisement cost.

 Ehics in marketing builds good image about the company in the minds of 

customer, employees or all the stakeholders.



Ethical issues in marketing :

 Low quality product or services

 Fixation of high price

 Late or delay in distribution

 Misleading advertisement

 No service after sales

 Misguiding customers



Ethical Practices in marketing :

 Providing good quality product or services

 Safe delivery of product 

 Fixing the reasonable price 

 No marketing of the expired goods

 True advertisement

 Consumer education

 Discloser of consumer responsibilities

 Prevent black market activities



Ethics in Finance & Accounting :

 Allocation of financial assets in profitable projects

 Providing reasonable  salary, wages to the employees

 Regular payment of all taxes

 Effective use of government subsidies

 Some portion of fund to reserve for CSR

 Focusing on profit & wealth maximisation

 Discloser of financial information to the concerned bodies



Ethics in accounting practices:

Perceptive about a company is highly depends upon the  final accounts of the 

company . Every companies financial statements  are prepared  on the bases of 

accounting records. That’s why here accounting plays important role.



Ethics in  accounting practice 

 Recording in every aspect of the financial activities in concerned books of 

account 

 Maintaining all the books of accounts already prescribed by the concerned 

bodies

 Follow up all the rules & regulation & guidelines relating to the accounts

 Providing all the recorded information to the auditor as well as concerned 

bodies

 Proper allocation & classification of financial transactions

 Do not creating & recordind fake transaction



HRM Practices and ethical implications:

 Managing ethically  all the manpower of the company is known as ethical 

human resources management or application of ethical values in human 

resource management is called as the ethical human resource management.



Ethical implication in HRM practices:

 Fair working hour

 Good training facilities 

 Organising career development programmes

 Good infrastructure for the employees

 Providing direction with integrity

 Equality

 Job security

 Awarding the employee for work excellent



Ethical issues relating to IT:

1] Computer system crime relating ethical issues:

. Information theft

. Financial fraud

. Hacking the computer system

. Destroying information

. Creation fake account & user    

2]Intellectual property related issues:

.Copying others name (Artel-Aircel)

.Copying designs, images, invention etc

.Copying symbols or logo



Ethics in global business:

 Normally global business activity. It is operating its operation in more than 20 

countries , but in such kind of business activities we can not find the ethics. 

There are so many reasons for unethical behaviour like religion, language, 

political interests, traditions , culture etc.



Importance or needs of ethics in global 

business:

*It needed for sustainable development of the host country :

A)Environmental protection B)Effective use of resources C) pollution control   

D)Producing quality product

*Its needed to prefer the regionality

*Coordination between home country& host country employees.

*It helps to earn goodwill in the host country

*It helps to earn maximum profit

*It helps to grab the market



THANK YOU
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SOURCES OF BUSINESS ETHICS

1. Genetic Inheritance

2. Religion 

3. Legal System

4. Philosophical System

5. Code of Conduct

6. Cultural Experiences



Ethical Values for Business Success
(By Mahatma Gandhi)

1. Honesty

2. Integrity

3. Responsibility

4. Quality

5. Trust

6. Respect

7. Leadership

8. Corporation, Citizenship

9. Shareholders Value

10.Transferency &  Accountability

11.Equality

12.Excellence

13.Peace



Human resource development

SEMINAR 

By ms. Sonali s kadam

m.Com Ii semister



Trade Unions

Meaning

Labour unions or trade unions are 

organizations formed by workers from 

related fields that work for the common 

interest of its members. They help workers 

in issues like fairness of pay, good working 

environment, hours of work and benefits.



Forms of  Trade Union

I. Classical

II. Neo Classical

III. Revolutionary



Objectives of  Trade Union

1. Wages and Salaries

2. Working Conditions

3. Discipline

4. Personal Policies

5. Welfare

6. Employee

7. Negotiating Machinery

8. Safeguarding organisation health and 

interest of industry



Seminar Topic : Retail Marketing Mix

Name: Prabhavati Shivanand Patil

Class  : B.Com III Sem



 Retail marketing includes activities of selling goods or 
service to final consumer for personal, non-business use. 
Any organisation selling to final consumer, whether a 
manufacturer, wholesaler, retailer is doing retailing. It 
does not matter how goods or services are sold i.e., by 
person, mail vending machine, internet, mobile etc., where 
they are sold, in store, on street or in the consumer home. 

 Retail marketing primarily undertakes following activities:
 Identify the customer and understand his needs.
 Store the needed merchandise or goods.
 Attractive presentation of goods for easy identification and 

convenience.
 Provide necessary comfort in purchase i.e., location, price, 

service etc.



 Retail is concerned with distribution of goods to 
ultimate or final customer for consumption and use. 
Marketing activity of Retail must be aimed at 
convenient and easy availability of desired product. It 
must undertake these activities and functions that 
ensure timely delivery of desired products. For this 
purpose Retail marketing mix must have following 
mixes in its marketing components. 

 Place
 Presentation
 People
 Promotion
 Product
 Price



 1.  Place:
 Convenience of shopping and easy availability of the 

product ensures successful marketing of retail 
products. Retail products which are consumed 
regularly must be made available conveniently.  In 
case of store based retailing, store should be placed 
at a convenient location that ensures easy 
accessibility to customers. The goods and services 
must be available at a time when customer needs it. 
Eg. Diary products, News Papers, Bakery needs in the 
morning,  ATM, Gas station etc., work 24 x 7. 
Depending on the nature of the product or service, 
they must be made available to customers in a store 
and they must be displayed attractively.



2. Presentation:

Proper presentation of the products will attract the visiting customers
and enables them select the product of his /her choice easily.
Presentation as a mix of retail marketing has the following elements.

Visual Merchandising

Space Allocation

Fixture Layout and

Assortment and Category Management

Visual Merchandising: It is an important element of category
management. The product must be displayed in such a way that it
should attract the attention of the visitors and make them buy.
Retailer must utilize the space to give visual look to the products.

Space Allocation: Retail store has limited space and the available space
has to be allocated to different products, brands and ensure
adequate variety in each of line of product. The space allocation
must offer;

Easy to locate the product.

Attract the customer towards the Rack or Shelf space

Provide convenience to customer to pick the product



 3. People: 
 Sales staff on each counter i.e., frontline staff

will play an important role in promoting and
selling the product that is desired by the
customer. People engaged in retailing must
have the knowledge of product and customer.
He must patient to address to queries of the
customers. Proper training should be given to
employees to improve his ability and skill to
handle different customers and convert their
desire into demand.



 4. Promotion:
 Promotion as a retail marketing mix creates awareness of the

products available with the store. Arouse interest among the
customers with offers, packages, presentation etc., and create
desire among the customers to buy the product with attractive
ads and sales promotion techniques. Various tools of promotion
mix are advertising, Personal selling, Sales promotion and
Publicity and public relations.

 5. Product:
 Store must offer wide variety of products to meet the need and

taste of visiting customers. Depending upon the type of store
(Specialty, Convenience, Departmental stores etc.) the
organisation must have large variety of merchandise to satisfy
the need of the customers.

 Quality of product also plays an important role. Assured quality
and Guarantee will ensure continued support of customers. It
enhances the goodwill of the organisation.



6. Price: 
Price always goes along with the quality.

Pricing is the only element in a marketing mix
that produces revenue and the other
elements result in cost. Price is an integral
element of the retail marketing mix. Prices in
retail depend upon many factors. Product
pricing strategy changes from time to time
according to market design. It is important to
the any retailer to keep the cost of his item
competitive to attract buyers.



THANKING YOU



KLE’s G I Bagewadi College, Nipani

Seminar Topic : Financial management

Name: Shreya Utture

Class  : B.Com IV Sem



Financial Management

Introduction: 

In our present day economy, finance is defined as
the provision of money at the time it is required.
Every enterprise, whether big or small, needs
finance to carry on its operations and to achieve
its targets.

In fact, finance is so indispensable today that it is
rightly said to be the lifeblood of an enterprise.
Without adequate finance, no enterprise can
possibly accomplish its objectives.



Finance has become so much important for
every business enterprise that all managerial
activities are connected with it.

Finance deals with inflow and out flow of cash
with rapid growth of complex industrial
structure.

The importance of financial function has
increased so that it has given birth to a
separate subject known as “Financial
Management”.





Meaning:
Financial Management is the part of the
management activity which is concerned with the
planning and controlling of firm’s financial resources.
It deals with finding out various sources for raising
funds for the firm. The sources must be suitable and
economical for the needs of the business.
The proper use of funds also forms a part of financial
management. Financial management is recent origin.
This subject is still developing and has not yet
acquired a body of knowledge of its own.
Financial Management is that specialised function of
general management which is related to the
procurement of finance and its effective utilisation
for the achievement of common goal of the
organisation.



Definitions: 

Prof. Ezre Soloman: “Financial Management is
concerned with the efficient use of an important
economic resource, namely capital funds.”

J. F. Bradley: “Financial Management is the area
of business management devoted to judicious
use of capital and careful selections of sources of
capital in order to enable a business firm to
move in the direction of reaching its goals.”

Howard and Upton: “It is the application of
general managerial principles to the area of
financial decision making”.



From the above definitions it is clear that
financial management is that specialized
activity which is concerned with the collection
or raising of finance and its effective utilization
for the attainment of common objectives of
the business enterprise.

It includes financial planning, financial
administration and financial control. In short,
financial management is mainly concerned
with the proper management of funds.



Functions of Financial Management:

Following are the important functions of
Financial Management

According to the modern approach of financial
management the scope and functions of
financial management has changed from mere
raising of funds to financial decision making
process leading to wise use of funds.

For the sake of convenience functions may be
broadly classified into two categories such as
executive functions and incidental functions.



I. Executive Functions:

a. Financial Forecasting:

b. Raising of Funds:

c. Managing Flow of Funds:

d. Cost Control:

e. Allocation of Net Profit or Management of 
Income:

f. Analysis and Appraisal of Financial 
Performance:



II. Routine of Incidental Functions: These functions
mainly comprise the work of routine nature which is
necessary for the execution of financial decisions at the
executive level. Some of the important routine
functions are as follows:

a. Record keeping and reporting
b. Preparation of various financial statements
c. Cash planning and management
d. Credit management i.e. negotiations with banks and 

financial institutions.
e. Custody and safeguarding the different financial 

securities etc.
f. Providing top management with information on 

current and prospective financial conditions of the 
business. 

g. To keep track of stock exchange quotations and 
behaviour of stock market prices.



Thus, from the above discussion it can be
concluded that, the financial manager is not
only responsible for maintaining financial
health of the organisation but also increase
the economic welfare of the shareholders by
utilizing the funds in an effective manner.



KLE’s G I Bagewadi College, Nipani

Seminar Topic : Income from Business 

Name: Yuvaraj Kamate
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Business:
As per  Section 2(13), the term Business includes any 
trade, commerce or manufacture or any adventure or 
any concern in the nature of trade, commerce or 
manufacture.

Business means any activity carried on with a profit 
motive.

Income From Business or Profession:



Profession:  Sec.2(36):
Profession refers to an occupation which 
requires  intellectual skill  or manual skill 
controlled by the intellectual skill of a person 
engaged in such occupation. 
Examples: 
1. Doctors
2. Lawyers (Advocates),
3. Engineers (Architects) 
4. Auditors (Chartered Accountants) etc.



Professionals:

Professionals are those persons who are engaged
in the profession.

Examples:

1. Doctors

2. Lawyers or solicitors

3. Chartered Accountants

4. Engineers etc.



Vocation:

It is only the way of living or an activity for which
one has special features of fitness.

Examples:

1. Music

2. Dancing

3. Brokerage

4. Insurance agency etc.



Methods of Accounting: Sec. 145

1)  Cash System Of Accounting:
Under this system of accounting the actual cash

received and actual cash paid are to be
recorded in the books of accounts.
But credit transactions and outstanding items
are not be recorded.



2)Mercantile System of Accounting:

Under this system of accounting the
cash as well as credit transactions
including all outstanding items are to
be recorded in the books of accounts
to find out the income or loss from
Business or Profession.



Computation of Income from Business (If Profit & Loss A/c is given) :

Particulars Rs. Rs.

Net profit as per P&L A/c

Add: Expenses Disallowed:

1     All Reserves & Provisions

(Reserve for Bad Debts, provision for Income Tax, Provision 

for Repairs, Provision for Gratuity, Depreciation Fund etc.)

2   All taxes (Income Tax, Advance Income Tax, Fringe Benefit Tax, 

Wealth Tax etc. except Sales Tax, Excise Duty and Local Taxes of 

premises used for Business.)

3    Rent Paid to Staff

4    All capital expenditures (Purchase of fixed assets, expenses 

incurred at the time of purchase of assets) except on Scientific 

Research.

5   All capital losses and loss on sale of assets

- Xxx

xxx

xxx

xxx

xxx

xxx



6  All types of Charities & Donations.

7  All Expenses relating to other head of 

Income

(Repairs, Taxes, Fire Insurance on house 

property)

8 All Personal Expenses (Drawings, Salary 

to Proprietor,  Interest on Capital, 

Medical Expenses etc.)

9  Depreciation Debited to P&L A/c (Treated 

Separately)

10 Gifts & Presents given to friends and 

relatives

11 All types of Fine or Penalty

XXX

XXX

XXX

XXX

XXX

XXX



12 Any Payment to Partner

13  Any Salary or Interest payable 

outside India unless tax is deducted 

at source

14   Past  Losses

15   Difference in Trial Balance.

16  LIC Premium

17 Amount invested in Saving 

Certificates

18  Speculation Losses

19  Legal Expenses on Criminal Cases

XXX

XXX

XXX

XXX

XXX

XXX

XXX

XXX



20 Legal Expenses on Acquisition of 

Assets

21 Loss by Theft from Residence

22 Expenses on Illegal Business

23 Employer’s contribution to URPF

24 Cost of patent rights, technical 

Know-How

25 Preliminary Expenses & Goodwill 

Written off

XXX

XXX

XXX

XXX

XXX

XXX



26  Any Expenses above Rs. 20,000 paid 

in cash

27  Any Expenditure on Advertisement 

in the souvenir, pamphlets or 

Magazines’ of political parties

28. Over valuation of opening stock
29. Under valuation of closing stock

xxx

xxx

xxx

xxx xxx

xxx



THANK YOU
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DEPARTMENT OF MATHEMATICS 

LECTURE BY FACULTY USING PPT 

      
Dr. Smt.M.M.Shankrikopp            Class: B.Sc I topic:  “Limits & Continuity”   

                                                           Date:   31st July 2017 

 

Miss G.L.Karaguppi                   Class : B.Sc V sem.                 Date: 13th Sept.2017 

                         Topic: Solving examples on Beta, Gamma functions by on  



EPARTMENT OF MATHEMATICS 

LECTURE BY FACULTY USING PPT 

 

Mr.  J. N.Magadum                     Class: B.Sc VI Sem.                       Date 3rd Jan 2018 

                                              Topic:  Solving Simultaneous LDE 

 

Miss V.U.Khot              Class : M.Sc. IV Sem.              Date: 1st Feb 2018 

                            Topic:        Introduction to “Probability Theory”  

 



DEPARTMENT OF MATHEMATICS  

Topper as a teacher 

Topic:” Envelope of a curve”                                         Class: B.Sc II Sem                                                     

Name: Sangita MoreDate: 14/03/2017 

 Class: B.Sc II Sem                                                  Time: 2.00pm to 3.00pm 
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                                              Name: Sri. ShivaprasadToli,  

Class :B.Sc III Sem.  

                                              Topic:  Graphical Representation of Sequence 

                                              Date:  30.7.2019 
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Name: Miss Laxmi Mantrennavar,     

            Miss SupriyaKaramle 

Class:   M.SC.II  

Topic: Homeomorphism  of 

topological  spaces’  

Date:  
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LECTURE THROUGH PPT 

 

 

 

 

 

 

 

Name of the Teacher : Smt. Geeta Kamate                        Class:  B.Sc I sem.  

Topic: Relations and Functions                Date:  31.07.2019 

Name of the Teacher :  Sri. S. A. Chougale         Class:  Certificate Course students 

                                   Topic:  Problems on Train                        Date:18.01.2018 



 

DEPARTMENT OF NSS  

NSS officer Dr. S.M. Ryamane,HOD of Marathi, is presenting NSS 

activities at KLE Head Office Belagavi, through PPT 

 

 

 



DEPARTMENT OF ECONOMICS 

IQAC Coordinator Dr. B.S.Kamble, HOD of Economics, Participated as a 

Resource Person for one day Workshop on IQAC and ---------at Muddebihal 

College 

 

 



DEPARTMENT OF MATHEMATICS 

Miss PradnyaBhivase, Miss Parvati Chougule and Miss Ayushi Kadam of B.Sc 

final Year, attended PPT competition, held at GSS College, Belagavi on 

28.2.2020, and got First Place. 

Topic:Graphical Representation of Sequence 

 

 



 
DEPARTMENT OF LIBRARY AND INFORMATION CENTRE  

      

Department of Library &Information Centre of the Information was organized six days 

orientation programme on “Library Information” from 22-07-2019 to 27-07-2019 for all UG 

& PG first year students. 

It was organized in six sessions. In the beginning of the orientation programme Dr. Anand 
Y. Kenchakkanavar, librarian conducted Library Orientation Programme using ICT 

 
 

   

Librarian introduce the location of Check Point & Property Counter, Circulation Section, 
OPAC Station, Display rack for new arrival books /Journals, Librarian Office, Staff and 
Ladies Reading room, News paper section, Reference Section, Back Volume of Journals 
and Xerox Section. 



DEPARTMENT OF MATHEMATICS 

Topper as a Teacher 

Name of the Student: Mr.Sukshay Padre, of B.Sc.III sem. 

Class Engaged :B.Sc I sem., Date: 10.4.21,   

Topic:Graphical Representation of Continuity and Differentiability 

 

 



Department of Chemistry 

 

By Mr. S.M.Narawade on the topic “Aromatic Amines” on 15/02/2020 at 2pm. 

 

By Mrs. R. R. Mane on the topic “Photochemistry” on 10/02/2020 at 10.30am.  

 

ByMrs. D. S. Kanagali on the topic “Polymer “on 06/02/2020at 12.30pm. 



Department of Chemistry 

 

 

 Mr. P. T. Narawade on the topic “Microwave Spectroscopy “on 17/07/2019 at 

12.30pm. 

 

By Mr. S.M.Narawade on the topic “Liquid Crystal” on 10/02/2020 at 2pm 

 

 

 

 

 



Department of Chemistry 

 

Mrs. D. D. Bhoite on the topic “Volumetric analysis” on 06/02/2020 at 12.30pm. 

 

Mr. S.M.Narawade on the topic “Colloids” on 09/03/2020 at 2pm 

 

Mrs. D. S. Kanagali on the topic “Chemical Kinetics “On 29/01/2020 at 10.30AM 



DEPARTMENT OF ZOOLOGY 
 
 

 

Mr.AbhishekNarayankar of III Sem Presenting PPT on Placenta topic 

 

Miss Pratiksha Suryavanshi of B.Sc V Sem teaching on the topic Ecosystem  

 

 

 

 

 



Department Of Commerce  
                      Lecture by faculty by using PPT 
 

            

                     

  Smt. Priyanka Kamate              Class: B.com I sem                   Date:10/02/2017 
  Topic: Farme Accounting 
      
                  

 

Miss. Shruti Mirje           Class: B.com III sem                   Date:11/12/2018 

Topic: Banking law 

 



Department Of Commerce  
                      Lecture by faculty by using PPT 
 

 

  Smt. S. A. Deshpande                 Class: B.com II sem                   Date:30/12/2019 
  Topic: Marketing 
 

 

         

  Smt. Priyanka Kamate              Class: B.com IV sem                   Date:20/01/2020 
  Topic: Valuation of Share 



          Department Of Commerce  
                      Lecture by faculty by using PPT 

 

Shri. B.G. Kankanwadi     Class: B.com V sem      Date: 05/01/2021   
Topic: Calculation of Mean Deviation 

 

Shri. B.G. Kankanwadi     Class: B.com I sem      Date: 29/01/2021   
Topic: Classification of loss of stock 



Department of Commerce 

 

Miss.Pallavi Anure      Class: B.com I sem          Date:09/02/2021 
Topic: Macro Environment 
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Department Of Commerce  
                               ICT Used By Students  

 
 Class : B.Com III Sem              Topic: Data Based System    

              

  Name : Komal Gadakari                                       Name: Komal Kallimani 

                

Class : B.Com III Sem                Topic: Data Based Management System     

              

http://www.klegibnpn.edu.in/
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Name :Mahin Hawaldar                                            Name: Anagha Mohite                                                                                                                    
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Department Of Commerce  
                               ICT Used By Students  
    

                                           

              Name:  Prajakta Malgave                              
    Date:     08/08/2018 
    Class : B.Com III Sem        
   Topic: Royalty Accounts     
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Name : Nikunj Potadar                                                 Name: Satish Chavan                                                                                                                   
Date : 03/08/2018          Date: 06/08/2018 
Class: B.Com I Sem          Class: B.Com III Sem 
Topic: Menaning & Objective of Farm                      Topic : Valuation of Shares 
 Accounting  
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Department Of Commerce  
                               ICT Used By Students  
  

        

Name : Dannamma Shedabale               Name: Rohini  Chonch                                                                                                               
Class: M.Com I Sem                                                 Class: M.Com II Sem                                                  
Date: 30/08/2019     Date:26/02/2020 
Topic: Vision and Mission     Topic: Sources of Ethics 
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Department Of Commerce  
                             ICT Used By Students    2017-18 

 

 

      
  Name :Apoorva Kamate        Name:  Shreya Utture                                                                                                                   
Class: B.Com I Sem                                                  Class:   28/07/2017                                      
Date: 14/07/2017     Date: B.Com V Sem   
Topic: Single Entry System    Topic: Residential Status           
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  Department Of Commerce  
 

  Problem Solving Methods 

Class: B.com III Sem                                                             Subject: Commercial Arithmetic 

                  

 Name: Rutuja Patil                     Name: Shreya Khot 

        

 



                

Name: Vinod Hipparagi        Name: Sahil Shrikhande 

                                                  

                              

  Department Of Commerce  
             Seminar by students 

          2018-2019 

                        

Name : vidhyashree marennavar          Name: Akshata Hiremath 
Class: M.com I sem                       Class: M.com II sem 
Topic: Needs and Process of Motivation                          Topic: Elements of Business                                                                                                                      
 Date: 17/11/2018                Environment                                                                                      

       Date: 12/02/2018 



 

                                         

      Name : Sonali Kadam           
                                       Class: M.com I sem                        
                                       Topic: ETOP internal analysis                                                                                                                                             
                                        Date: 12/11/2018   

 

 Department Of Commerce 

                         Seminar by students 

                          2018-19 

 

   
                   



Name :Prajyoti Koth                Name: Asmita Magadum    
Class: B.com II sem     Class: B.Com I Sem 
Topic: Limited liability partnership                            Topic : Meaning, features of Companies 
Date :  30/01/2019      Date: 11/07/2018 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 Department Of Commerce 

                         Seminar by students 
            2019-20 
 

               

Name : Akash Shinge               Name: Niranjan Chavan    
Class: B.Com V sem               Class: B.Com V Sem 



Topic: Tools of Financial Analysis                            Topic : Deductions from Gross Total Income 
Date: 11/09/2019      Date:  14/08/2019 
 
 

                                            
        
       Name: Aarushi Rangole    
       Class: B.Com I sem                
      Topic: Meaning and features of companies                             
       Date: 11/09/2019      
 
 
 
 

 Department Of Commerce 

                         Seminar by students 



            2019-20    

 
     Name: Madhuri Kadapure     Name: Rachana V    
     Class: M.Com I sem     Class: M.Com I sem                
    Topic: External Environment                       Topic: BE & CG                                  
    Date: 03/09/2019       Date: 24/09/2019 
 
             
      



  
 
       Name: Shruti Pujari    
       Class: M.Com II sem                
       Topic: Business Ethics                            
       Date: 17/02/2020 
 

 Department Of Commerce 

                         Seminar by students 
            2017-18 
 
 

                                         
 Name : Akshay Babannavar                
 Class: B.Com I sem              
 Topic: Memorandam of Association                          
 Date:06/09/2017      
 



                                  
 
    Name : Malu Banne                
   Class: B.Com III sem              
   Topic:Methods of valuation                          
   Date:09/09/2017 
 
 
 

 Department Of Commerce 

                         Seminar by students 
            2017-18 
 

                                    

      Name : Kaveri Heddurshetti                
     Class: M.Com III sem              
     Topic: Personality Development                         
     Date:07/09/2017 



 

 

                                     Name :Megha Anagali                
      Class: M.Com VI sem              
      Topic: Special Economic Zones                         
       Date:24/03/2018 
 

 

 

 Department Of Commerce 

                         Seminar by students 
            2016-17 
 

                                         

           Name : Shreya Utture               



           Class: B.Com IV sem              
           Topic: Financial Management 
            Date:13/01/2017 
 

                                        

       Name : Shruti Mirje                
           Class: M.Com IV sem              
           Topic: Introduction to Environmental Accounting 
            Date:17/03/2017 
 

 

 

 

 

 

 

 

 

 

 

 



 Department Of Commerce 

                         Seminar by students 
            2020-21 
 

  

Name : Amruta Ghatage               Name: Mithali Chinchali   
Class: B.Com I sem Div: A                       Class: B.Com I Sem   Div: A 
Topic: Economic Environment                                             Topic : Legal Environment 
Date: 23/02/2021                 Date: 23/02/2021 

     
Name: Laxmi Amble                Name: Rasika Khot 
Class: B.Com I sem Div: A                       Class: B.Com I sem Div: B 
Topic: Economic System                                                Topic : Royalty Account 
Date: 23/02/2021                 Date:   24/02/2021 



  
Name: Shweta Murale            Name: Laxmi P Amble 
Class: B.Com I sem Div: B                    Class: B.Com I sem 
Topic: Problem on Royalty Accounts                      Topic: Technological Environment 
Date: 24/02/2021                         Date: 23/02/2021 
 

 

     

Name: Shreya Khot                Name: Komal Gadakari 
Class: B.Com III sem Div: B                      Class: B.Com III Sem Div: A 
Topic: Problem on Bank Accounts                          Topic : Problem on Valuation of Goodwill     
Date: 24/02/2021            
            

  

                    

 



          

         

 

Name :Abuli Todakar           
Class: M.Com I Sem                                                                                               
Date: 
Topic: Valuation of Goodwill    
 
 

 

 

 

 

 

 

  

 



 

 Department Of Commerce 

                         Seminar by students 
            2020-21    

                  

Name :  Ashwini pol                    Name : Kiran Naik  
Class: B.Com VI Sem                                                     Class: B.Com VI Sem                                                                                                                                  
Date:  2/9/2021                                Date: 2/9/2021 

Topic: CSDL                     Topic: NSDL 

     

  Name : Pooja Chougule  
 Class: B.Com VI Sem                                                                                          
 Date: 2/9/2021 

 Topic: Dematerialisation Process 



 

 

 

             

Name : Suparshawa Desai                   Name : Kaveri Suryavanshi 
Class: B.Com IV Sem                 Class: B.Com IV Sem                                                                                              
Date: 3/9/2021               Date: 8/9/2021 
Topic: Quasi Contact                                              Topic :Rights to information under the Act 
 
 

             

Name : Shashikala Vibhute                    Name : Sukanya Jamkhandi 
Class: B.Com IV Sem             Class: B.Com IV Sem                                                                                                                                                                                      
Date:  4/9/2021          Date: 4/9/2021 
Topic: Difference between Indemnity & Guarantee       Topic: Rights of Security 



 
 

 

 

 
 

Name : Aniket Ammnava Name: Shilpa Chikkode 
Class: B.Com IV Sem               Class: B.com II Sem  
Date: 2/9/2021                         Date:7/9/2021 
Topic: Types of Guarantee                                        Topic: Participants in Securities Market 
 
 

   
               
Name: Ammanulla Nadaf                                             Name: Revati Ankali 
Class: B.com II Sem                                                      Class: B.com II Sem 
Date: 7/9/2021                                                                Date: 7/9/2021 
Topic: Types of Investment                                          Topic: Types of FIS 



 
 
 

          
Name: Sakshi Ankali     Name: Kaveri Borgalli 
Class : B.Com II Semester      Class : B.Com IV Semester 
Date:  07.09.2021       Date:  08.09.2021 
Topic: Objectives of HRM    Topic: Components of Communication 
 
                           
     

                                 
          Name: Padmavati Shilepatil 
          Class : B.Com IV Semester 

            Date:  04.09.2021 
           Topic: Order Placement Letters 
 
 
 
 
 



Department Of Commerce  
Seminar by students 

Year 2020-21 

  

Name : Suparshwa Desai                 Name: Sahil Shrikhande 
Class: B.Com III sem                  Class: B.Com III sem 
Topic: Fair Value of Shares                  Topic: Valuation of Goodwill 
Date: 15/01/2021             Date: 24/02/2021 
 

                
                   

Name : Ganesh Deshinge    Name: Shubham Thane    
Class: B.Com III sem     Class: B.Com V Sem 
Topic: Valuation of Goodwill                                     Topic : Income From Salary 
Date :  17/02/2021                  Date: 21/12/2021 

  
 



Department Of Commerce  

             

Name: Miss. Shreya Khot     Name: Miss. Rutuja walake  

Class: B.Com IV Sem     Class: B.Com VI Sem 

Topic: Problem on Banking Company   Topic: Problem on Process Costing 

Date: 31/08/2021     Date: 31/08/2021 

          
 

Name: Miss. Rutuja Kasar    Name: Miss. Adarsha Joke  

Class: B.Com IV Sem     Class: B.Com IV Sem 

Topic: Methods of Forensic Accounting  Topic: Forensic Accounting 

Date: 31/08/2021     Date: 31/08/2021 

 



     Department Of Commerce  
 

 Seminar by students 

        

Name: Miss. Nandini D Patil    Name: Mr. Shubham Thane 

Class: B.Com VI Sem     Class: B.Com VI Sem 

Topic: Problem on Contract Costing     Topic: Problem on Process Costing 

Date: 01/09/2021     Date: 06/09/2021 

   

          
 

Name: Mr. Sahil Shrikhande    Name: Miss. Ashwini Halagadgi  

Class: B.Com IV Sem     Class: B.Com VI Sem 

Topic: Holding Company Accounts                Topic: Problem on Process Costing 

Date: 03/09/2021     Date: 03/09/2021 
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K.L.E Society’s 

G.I. Bagewadi Arts, Science & Commerce College, NIPANI 

DEPARTMENT OF MATHEMATICS 

B.Sc. II  Sem. Paper II 

        Lecture on Cone  April 2020 

Theorem: General equation of the cone with  vertex at  origin is homogenous of second degree of 

the type ax2+by2+cz2+2hxy +2gzx +2fyz=0. 

Cor.1: If   
𝑥

𝑙
  = 

𝑦

𝑚
  = 

𝑧

𝑛
  is a generator for the cone  ax2+by2+cz2+2hxy +2gzx +2fyz=0 then  prove that  

D.R’s must satisfy eqn. of cone.  

Proof:  Given generator is If   
𝑥

𝑙
  = 

𝑦

𝑚
  = 

𝑧

𝑛
   = r 

 

 any point on the generator is (lr, mr, nr), which lies on the cone   

     ax2+by2+cz2+2hxy +2gzx +2fyz=0---(1) 

 This point (lr, mr, nr)  must satisfy (1) 

  we havea(lr)2+b(mr)2+c(nr)2+2h(mr)(nr)+2g(nr)(mr) +2f(mr)(lr)=0 

i.e  r2(a(l)2+b(m)2+c(n)2+2hlm+2gln +2fmn)=0 

But  r2 ≠0,  al2+bm2+cn2+2hlm+2gln +2fmn =0  

i.e  D.R’s satisfy the eqn. of cone.  

Cor.2: General equation of the cone with  vertex at  origin and passing through coordinate axis is  

hxy +gzx +fyz=0. 

Proof: Let General equation of the cone with vertex at origin be ax2+by2+cz2+2hxy +2gzx +2fyz=0.---(1) 

If (1) passes through coordinate axis (they areas generators)  then D.R.’s of x-axis, y-axis and z-axis 

must satisfy eqn. (1) by cor.(1) 

But D.R’s of x-axis are 1,0,0 , they satisfy eqn. (1) => a(1)1 +  0+0+0+0+0=0 , => a=0 

Similarly D.R’s of y-axis are 0,1,0   and z-axis 0,0,1 must satisfy (1) 

 b=0  and c=0 

 eqn. (1) becomes 0+0+0+ 2hxy +2gzx +2fyz=0. 

i.e hxy +gzx +fyz=0. 

Thus equation of the cone with  vertex at  origin and passing through coordinate axis is  

hxy +gzx +fyz=0. 

Examples: 

1. Prove that the line 
𝒙

𝒍
  = 

𝒚

𝒎
  = 

𝒛

𝒏
  , where l2+2m2- 3n2  = 0 is a generator for the cone  

  x2+2y2- 3z2  = 0. 

Proof: We know that if 
𝑥

𝑙
  = 

𝑦

𝑚
  = 

𝑧

𝑛
  is a generator for the cone x2+2y2- 3z2  = 0 then by cor. (1), 

D.R’s l, m, n of the generator must satisfy the eqn of cone. 

 we have l2+2m2- 3n2  = 0 which is true.  

𝑥

𝑙
  = 

𝑦

𝑚
  = 

𝑧

𝑛
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2. Find eqn. of cone generated by the line through (1,2,3)whose D.C.’s satisfy the eqn. 

2l2+3m2- 4n2  = 0. 

       Soln.: Eqn of generator passing through the point (1,2,3) with D.C’s l, m, n is  

                 
𝑥−1

𝑙
  = 

𝑦−2

𝑚
  = 

𝑧−3

𝑛
  = r (say) 

   l = 
𝑥−1

𝑟
   , m = 

𝑦−2

𝑟
,  n = 

𝑧−3

𝑟
 

By cor. (1) we know that D. C’s of generator satisfy the eqn. of cone and that eqn. is given by  

               2l2+3m2- 4n2  = 0 -----------(1) 

             Substitute  l, m, n in (1) we get 2(
𝑥−1

𝑟
) 2+3(

𝑦−2

𝑟
)2- 4(

𝑧−3

𝑟
)2  = 0 

             i.e 2(x-1)2 + 3(y-2)2 -4(z-3)2 = 0. 

            i.e 2x2 + 3y2 – 4z2 -4x - 12y+24z -22=0 which is required eqn. of cone. 

       Finding eqn of cone with vertex at origin and passing through the guiding curve as    

       intersection of  curves given by f(x,y,z) = 0  --(1) and g(x, y, z)=0.-----(2)                        

                                                                                                             

  

        

 

 

        To find eqn. of cone we have to homogenize eqn. (1) and (2), i.e make any  

        One eqn. as homogeneous by introducing   variable t and substitute in other. 

         We come to know by following examples: (these examples are important for 2 marks) 

3. Find Find eqn. to the cone with vertex at origin which passes through the curve given by  

ax2+ by2+cz2 = 1 and 𝛼x2 + 𝛽y2 = 2z. 

   Soln.: Given curve is intersection of ax2+ by2+cz2 = 1 --------(1) 

                                                           𝛼x2 + 𝛽y2 = 2z.------(2) 

We have make both homogeneous by introducing 3rd variable ‘t’ 

ax2+ by2+cz2 = t2 -------(3)   homo. of degree 2. 

             𝛼x2 + 𝛽y2 = 2zt.---------(4)    homo. of degree 2. 

          From (4),  t =  
𝛼𝑥2   +  𝛽𝑦2 

2𝑧
 , substitute this t in (3) we get ax2+ by2+cz2 = (

𝛼𝑥2   +  𝛽𝑦2 

2𝑧
  )

2

 

           i.e , 4z2 (ax2+ by2+cz2 ) = (𝛼𝑥2   +   𝛽𝑦2   )2which is the Req. eqn. of the cone. 

4. Find eqn. to the cone with vertex at origin which passes through the curve given by  

x2+ y2+z2 + x- 2y +3z -4 = 0  and   x2+ y2+z2 + 2x- 3y +4z - 5 = 0 

         Soln.:. The curve of intersection of  

            S1 : x2+ y2+z2 + x- 2y +3z -4 = 0  --------(1) 

            S2 : x2+ y2+z2 + 2x- 3y +4z - 5 = 0-------(2) 

             is S1 – S2 = 0 

              i.e x- y +z =1  ----(3) 

f(x,y,z) = 0 
g(x,y,z) = 0 

Guiding curve 

             Vertex   (origin) 

Guiding curve S1 – S2= 0 
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           Homogenizing (1)  and (3) we get, x2+ y2+z2 + xt- 2yt +3zt -4t2 = 0  ----(4) (b’cz this eqn. of  

                                                                                                                                                    degree 2) 

                            & x- y +z =t  --------------------------------(5) (b’cz this eqn. of  degree 1)                                                                                                                                   

 

           Substitute t=x-y+z in (4) we get   x2+ y2+z2 +( x- 2y +3z)(x-y+z) -4(x-y+z)2 = 0  req.eqn. 

5. Find eqn. to the cone with vertex at origin and base as a circle x=a ,  y2+z2 = b2. (this is a 

guiding curve, circle lies on the yz plane) 

Soln.:  The guiding curve is  intersection of  x=a------------(1) 

                                                        and          y2+z2 = b2-------(2) 

 

Homogenizing (1)  and (2) we get,  x=at =>   t = 
𝑥

𝑎
  ------(3) 

                                                        and          y2+z2 = b2 t2-------(4) 

Substitute (3) in (4) we get y2+z2 = b2 (
𝑥

𝑎
)2 

i.e a2(y2+z2) = b2x2,  which is req. eqn. of cone. 

6. Find eqn. to the cone with vertex at origin and base is  x2+y2 = 4 and z=2. (this is a   guiding 

curve, circle lies on the xy plane) 

Try this same as example (5) 

7. Find eqn. to the cone with vertex at (0,0,0) which passes through the curve of  intersection 

of  x2+ y2+z2 + x- 2y +3z -4 = 0  and x-y+z=2. 

Try this also. Homogenize these two eqns. And replace t between them we get. 

8. Find eqn. to the cone with vertex at (0,0,0) which passes through the curve of  intersection 

of  plane lx+my+nz=p   and  ax2+b y2+cz2  = 1. 

Soln.: Guiding curve is intersection of lx+my+nz=p ----------(1)   

                                                         and  ax2+b y2+cz2  = 1.-----(2) 

 

             Homogenizing (1)  and (2) we get,     lx+my+nz=pt  --(3)      (b’cz this eqn. of degree 1) 

                                                                              ax2+b y2+cz2  = t2 ---(4) (b’cz this eqn. of degree 2) 

             Substitute t =  
𝑙𝑥+𝑚𝑦+𝑛𝑧           

𝑝
 from (3) in (4) we get   ax2+by2+cz2  = (

𝑙𝑥+𝑚𝑦+𝑛𝑧           

𝑝
)2 

              i.e p2(ax2+by2+cz2  ) = (𝑙𝑥 + 𝑚𝑦 + 𝑛𝑧)2, which is req. eqn. of cone 

9. Find eqn. to the cone with vertex at (0,0,0) which passes through the curve of  intersection 

of  ax2+by2 = 2z plane lx+my+nz=p . 

Try this example. 

10. Find eqn. to the cone with vertex at (0,0,0) which contains the curve given by(guiding 

curve)  x2 - y2 + 4ax=0  plane x+y+z=6 . 

Hint: Homogenizing, x2 - y2 + 4axt=0  and x+y+z=6t => t =  
𝑥+𝑚+𝑧           

6
 , put in 
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Theorem: To find eqn. of cone with given vertex ( 𝜶, 𝜷, 𝜸) 𝐚𝐧𝐝 𝐜𝐨𝐧𝐢𝐜 𝐚𝐬 𝐠𝐮𝐢𝐝𝐢𝐧𝐠 𝐜𝐮𝐫𝐯𝐞. 

Proof: Let A( 𝛼, 𝛽, 𝛾) be vertex of the cone and let ax2+by2+2hxy +2gx+2fy+c=0 : z=0 -------(1)   

be given conic which is guiding curve. 

[i.e guiding curve is conic (it may be ellipse or circle) lies on xy plane i.e z=0, thatswhy in the  

conic  z term is not there. Similarly, if conic lies on yz plane , i.e x=0, then conic contains noly 

y and z terms and so on.] 

 

 

 

                                                                                                                                                                     

 

 

 

 

 

 

Any line AP through A( 𝜶, 𝜷, 𝜸)  having D.R.’s l, m, n can be written as   
𝑥−𝜶

𝑙
  = 

𝑦−𝜷

𝑚
  = 

𝑧−𝜸

𝑛
 -------(2)          

But this line intersect xy-plane at z=0  ( b’cz on xy plane z coordinate is zero, its eqn. is z=0) 

 we have 
𝑥−𝜶

𝑙
  = 

𝑦−𝜷

𝑚
  = 

0−𝜸

𝑛
 

 
𝑥−𝜶

𝑙
  = 

0−𝜸

𝑛
  and 

𝑦−𝜷

𝑚
  = 

0−𝜸

𝑛
 

 x = 𝜶 - 
𝑙𝜸

𝑛
,   y= 𝜷 -  

   𝑚𝜸

𝑛
, z = 0,  are coordinates of P, which lies on conic (1), as shown in fig.  

substitute in (1)  we get ,  

a(𝛼 −  
𝑙𝛾

𝑛
)2 + + 2h (𝛼 - 

𝑙𝛾

𝑛
)( 𝛽 -  

 𝑚𝛾

𝑛
) +b(𝛽 −   

 𝑚𝛾

𝑛
)2+2g(𝛼 - 

𝑙𝛾

𝑛
) + 2f(𝛽 -  

 𝑚𝛾

𝑛
)+c = 0 

i.e a(𝛼 −  𝛾
𝑙

𝑛
)2 + + 2h (𝛼 - 𝛾 

𝑙

𝑛
)( 𝛽 -  𝛾

   𝑚

𝑛
) +b(𝛽 −   𝛾

   𝑚

𝑛
)2+2g(𝛼 - 𝛾

𝑙

𝑛
) + 2f(𝛽 - 𝛾 

   𝑚

𝑛
) + c = 0---(3) 

But from (2) 
𝑥−𝜶

𝑙
  =  

𝑧−𝜸

𝑛
  and  

𝑦−𝜷

𝑚
  = 

𝑧−𝜸

𝑛
 

 
𝑥−𝜶

𝑧−𝜸
  =  

𝑙

𝑛
   and 

𝑦−𝜷

𝑧−𝜸
  = 

𝑚

𝑛
    i.e 

𝑙

𝑛
=

𝑥−𝜶

𝑧−𝜸
  and 

𝑚

𝑛
 = 

𝑦−𝜷

𝑧−𝜸
 

Substitute these values in (3) we get 

a(𝛼 −  𝛾
𝑥−𝜶

𝑧−𝜸
)2 +  2h (𝛼 - 𝛾 

𝑥−𝜶

𝑧−𝜸
)( 𝛽 -  𝛾

𝑦−𝜷

𝑧−𝜸
) +b(𝛽 −  𝛾

𝑦−𝜷

𝑧−𝜸
)2+2g(𝛼 - 𝛾

𝑥−𝜶

𝑧−𝜸
) + 2f(𝛽 - 𝛾 

𝑦−𝜷

𝑧−𝜸
) + c = 0  

LCM is (𝑧 − 𝜸)2,  

 

  z-axis 

  x-axis 

  y-axis 

A( 𝜶, 𝜷, 𝜸) 

Conic (Guiding curve    

on xy plane ie z=0) 

  vertex 

          P 
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 we get  

a[α (z − γ) − γ (x − α)]2+ 2h[α (z − γ) − γ (x − α)] [β (z − γ) − γ (y − β)] 

                       +b [β (z − γ) − γ (y − β)]2 + 2g [α (z − γ) − γ (x − α)](z − γ) 

                                                       +2f[β (z − γ) − γ (y − β)] (z − γ)+c (z − γ)2 = 0 

Simplifying we get   

a(α z − γx)2 + 2h(α z − γx)(βz – γy) + b(βz – γy)2  

+ 2g(α z − γx) (z − γ) + 2f(βz – γy)(z − γ) + c (z − γ)2  = 0      

Which is req. eqn. of cone with vertex as A( 𝜶, 𝜷, 𝜸).  

NOTE: Remember the procedure which we are applying for examples, not direct formula, 

whatever the theory is there same we have to apply for example. 

Examples: 

1. Find eqn. to the cone with vertex at (1,2,3) and whose generating line pass through the 

conic 
𝑥2

𝑎2
 +

𝑦2

𝑏2
  =1 and z=0 .(i.e guiding curve is ellipse lies on xy plane) 

Soln.: Given conic 
𝑥2

𝑎2
 +

𝑦2

𝑏2
  =1 and z=0 ------------------(1) 

Any line AP through A( 𝟏, 𝟐, 𝟑)  having D.R.’s l, m, n can be written as   
𝑥−𝟏

𝑙
  = 

𝑦−𝟐

𝑚
  = 

𝑧−𝟑

𝑛
 -------(2)          

But this line intersect xy-plane at z=0  ( b’cz on xy plane z coordinate is zero, its eqn. is z=0) 

 we have  
𝑥−𝟏

𝑙
  = 

𝑦−𝟐

𝑚
  = 

0−𝟑

𝑛
 

 
𝑥−𝟏

𝑙
  = 

0−𝟑

𝑛
  and 

𝑦−𝟐

𝑚
  = 

0−𝟑

𝑛
 

 x = 𝟏 – 𝟑
𝑙 

𝑛
,   y= 𝟐 -  𝟑

   𝑚

𝑛
,  z = 0,  are coordinates of P, which lies on conic (1),  

substitute in (1)  we get ,  

(1 − 𝟑
𝑙 

𝑛
)2 

𝑎2
 +

(𝟐 −  𝟑
   𝑚

𝑛
)2

𝑏2
  =1 --------------------------------------------------------------------------------------(3) 

But from (2) 
𝑥−𝟏

𝑙
  =  

𝑧−𝟑

𝑛
  and  

𝑦−𝟐

𝑚
  = 

𝑧−𝟑

𝑛
 

 
𝑥−𝟏

𝑧−𝟑
  =  

𝑙

𝑛
   and 

𝑦−𝟐

𝑧−𝟑
  = 

𝑚

𝑛
    i.e 

𝑙

𝑛
=

𝑥−𝟏

𝑧−𝟑
  and 

𝑚

𝑛
 = 

𝑦−𝟐

𝑧−𝟑
 

Substitute these values in (3) we get 
1

𝑎2
 (1 −  𝟑

𝑥−𝟏

𝑧−𝟑
)2 + 

1

𝑏2
(𝟐 −   𝟑

𝑦−𝟐

𝑧−𝟑
)2 = 1 

LCM is (𝑧 − 𝟑)2,  

 we get  
1

𝑎2
 [(𝑧 − 3)–  𝟑(𝑥 − 1)]2 + 

1

𝑏2
 [2(z-3)-3(y - 2)]2= (z-3)2 

Simplifying we get,  b2[z-3x]2 + a2[2z – 3y]2= a2b2(z-3)2 

which is req. eqn. of cone with vertex at A( 𝟏, 𝟐, 𝟑).  
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2. Find eqn. to the cone with vertex at (0,0,3) and guiding curve x2+ y2 =4 and z=0 .(i.e guiding 

curve is circle lies on xy plane) 

Soln.: Given conic x2+ y2 =4 and z=0 ------------------(1) 

 Any line AP through A( 𝟎, 𝟎, 𝟑)  having D.R.’s l, m, n can be written as   
𝑥−𝟎

𝑙
  = 

𝑦−𝟎

𝑚
  = 

𝑧−𝟑

𝑛
 -------(2)          

But this line intersect xy-plane at z=0  ( b’cz on xy plane z coordinate is zero, its eqn. is z=0) 

 we have  
𝑥−𝟎

𝑙
  = 

𝑦−𝟎

𝑚
  = 

0−𝟑

𝑛
 

 
𝑥−𝟎

𝑙
  = 

0−𝟑

𝑛
  and 

𝑦−𝟎

𝑚
  = 

0−𝟑

𝑛
 

 x =  – 𝟑
𝑙 

𝑛
,   y= --  𝟑

   𝑚

𝑛
,  z = 0,  are coordinates of P, which lies on conic (1),  

substitute in (1)  we get ,  

( − 𝟑
𝑙 

𝑛
)2 +(−  𝟑

   𝑚

𝑛
)2  = 4 --------------------------------------------------------------------------------------(3) 

But from (2)  
𝑥

𝑙
  =  

𝑧−𝟑

𝑛
  and  

𝑦

𝑚
  = 

𝑧−𝟑

𝑛
 

 
𝑥

𝑧−𝟑
  =  

𝑙

𝑛
   and 

𝑦

𝑧−𝟑
  = 

𝑚

𝑛
    i.e 

𝑙

𝑛
=

𝑥

𝑧−𝟑
  and 

𝑚

𝑛
 = 

𝑦

𝑧−𝟑
 

Substitute these values in (3) we get 

(− 𝟑
𝑥

𝑧−𝟑
)2 + (−  𝟑

𝑦

𝑧−𝟑
)2 = 4 

LCM is (𝑧 − 𝟑)2,  

 we get  

[–  𝟑(𝑥)]2 +  [-3(y )]2= 4(z-3)2 

Simplifying we get,  9x2+9y2 = 4(z-3)2 

which is req. eqn. of cone with vertex at A( 𝟏, 𝟐, 𝟑).  

3. Find eqn. to the cone with vertex at (0,0,1) and guiding curve x2+ y2 =1 and z=0 .(i.e guiding 

curve is circle lies on xy plane) 

4. Find eqn. to the cone with vertex at (1,2,3) and guiding curve x2+ y2 =9 and z=0 .(i.e guiding 

curve is circle lies on xy plane) 

Try these two examples 

5. Find eqn. to the cone with vertex at (1,1,0) and guiding curve x2+ z2 =4 and y=0 .(i.e guiding 

curve is circle lies on xz plane) 

Soln.: Given conic x2+ z2 =4 and y=0 ------------------(1) 

 Any line AP through A( 𝟏, 𝟏, 𝟎)  having D.R.’s l, m, n can be written as   
𝑥−𝟏

𝑙
  = 

𝑦−𝟏

𝑚
  = 

𝑧−𝟎

𝑛
 -------(2)          

But this line intersect xz-plane at y=0  ( b’cz on xz plane y coordinate is zero, its eqn. is y=0) 

 we have  
𝑥−𝟏

𝑙
  = 

0−𝟏

𝑚
  = 

𝑧−𝟎

𝑛
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𝑥−𝟏

𝑙
  = 

0−𝟏

𝑚
  and 

𝑧−𝟎

𝑛
  =

0−𝟏

𝑚
 

 x =  1– 
𝑙 

𝑚
,   z= 

 −𝑛

𝑚
,  y = 0,  i. e x =  1– 

𝑙 

𝑚
,  y = 0,  z= 

 −𝑛

𝑚
,  are coordinates of P, which lies on 

conic (1),  

substitute in (1)  we get ,  

( 𝟏– 
𝑙 

𝑚
)2 +(

 −𝑛

𝑚
)2  = 4 --------------------------------------------------------------------------------------(3) 

But from (2)  
𝑥−𝟏

𝑙
  = 

𝑦−𝟏

𝑚
    and  

𝑦−𝟏

𝑚
= 

𝑧−𝟎

𝑛
 

 
𝑥−1

𝑦−1
  =  

𝑙

𝑚
   and 

𝑧

𝑦−1
  = 

𝑛

𝑚
    i.e 

𝑙

𝑚
=

𝑥−1

𝑦−1
  and  

𝑛

𝑚
 = 

𝑧

𝑦−1
 

Substitute these values in (3) we get 

(1 −  
𝑥−1

𝑦−1
)2 + (−  

𝑧

𝑦−1
)2 = 4 

LCM is (𝑦 − 1)2,  

 we get  

[y − x]2 +  [-z]2= 4(y-1)2 

Simplifying we get,  x2+y2 -2xy + z2 = 4(y-1)2,   i.e x2 – 3y2 + z2-2xy+8y-4=0 

which is req. eqn. of cone with vertex at A( 𝟏, 𝟏, 𝟎).  

Another type of examples:(Important for 5 marks) 

In this type they will give one eqn. and ask to prove it is cone and also to find vertex. 

Procedure: 

Given eqn.is interms of x,y and z, hence let it be f(x,y,z)=0, which is general eqn. of second 

degree. 

Introduce variable ‘t’ and make the eqn. as homogeneous of second degree  in x,y,z and t  

Let it be F(x, y, z, t)=0-----------------------------------(1) 

Differentiate (1) partially w.r.t x, y, z, and t, 

We get four equations namely 
𝝏𝑭

𝝏𝒙 
 = 0 ------------(2),

𝝏𝑭

𝝏𝒚 
 = 0 ------------(3), 

 
𝝏𝑭

𝝏𝒛 
 = 0 ------------(4),  

𝝏𝑭

𝝏𝒕 
 = 0 ------------(5), in all these put t=1 first and solve any three of the above 

eqns. For x, y and z and substitute in the remaining eqn. it must be satisfied then we say give 

represent cone with (x,y,z)as vertex.  

You come to know by following example 

Examples:    

1. Prove that eqn. 4x2 – y2 + 2z2 + 2xy – 3yz +12x - 11y + 6z + 4 =0 represents cone & find its 

vertex. 

Soln.: Given eqn. be f(x, y, z) = 4x2 – y2 + 2z2 + 2xy – 3yz +12x - 11y + 6z + 4 =0--------------(1) 

Make it homogeneous of second degree by introducing t 

      i.e. F(x, y, z, t) =4x2 – y2 + 2z2 +2xy – 3yz +12xt - 11yt + 6zt + 4t2 =0----------------------------(2) 

      Differentiate (2) partially w.r.t x, y, z, and t, 
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      We get 
𝜕𝐹

𝜕𝑥 
 = 0 , 8x -0 + 0 + 2y +0 + 12t – 0 +0 +0 +0=0 

   i.e 
𝜕𝐹

𝜕𝑥 
 = 0   => 8x + 2y +12t =0,   i.e          8x + 2y +12 =0 ---------------------(3) i.e put t=1 

 Next, 
𝜕𝐹

𝜕𝑦 
 = 0   => -2y +2x -3z - 11t =0 , i.e 2x-2y – 3z -11 = 0------------------(4) by sub. t=1 

           
𝜕𝐹

𝜕𝑧 
 = 0   => 4z – 3y + 6t = 0, i.e           4z – 3y + 6 = 0---------------------(5), t=1 

           
𝜕𝐹

𝜕𝑡 
 = 0   => 12x -11y +6z +8t=0 i.e      12x -11y +6z +8=0  -------------(6), t=1 

         (3) – 4(4)  gives 8x + 2y +12- (8x – 8y -12z -44) =0 

                              i.e  10y +12z +56=0   i.e 6z + 5y +23=0-------------------------------------(7) 

  Next, 3(4) – 2(7) gives  

                                     12z – 9y +18 –(12z+10y+56)=0 

                                 i.e   -17y -34 =0         =>                                  y = -2 

Put y = - 2 in (5) we get,       4z – 3(-2) + 6= 0 i.e       z = -3,   and from (3) we get x =-1 

We  used only eqns, (3), (4) and (5) and got x =-1,  y = -2, z = -3 , substitute these in (6) 

12(-1) – 11(-2) + 6(-3) +8 = -12+22-18+8 = -30 +30 =0, so it is satisfied by these values. 

 Eqn. (1) represents cone with (-1, -2, -3) as vertex.   

2. Prove that eqn. 2x2 +2 y2 +7z2  – 10yz  - 10zx +2x +2y +26z -9 =0 represents cone & find its 

vertex. 

Soln.: Given eqn. be f(x, y, z) = 2x2 +2 y2 +7z2  – 10yz  - 10zx +2x +2y +26z -17 =0  --------------(1) 

Make it homogeneous of second degree by introducing t 

      i.e. F(x, y, z, t) =2x2 +2 y2 +7z2  – 10yz  - 10zx +2xt +2yt +26zt -17t2 =0 ----------------------------(2) 

      Differentiate (2) partially w.r.t x, y, z, and t, 

      We get 
𝜕𝐹

𝜕𝑥 
 = 0 , 4x -10z +2t =0  i.e                       4x -10z +2 =0  ( put t=1) -----------(3) 

    Next, 
𝜕𝐹

𝜕𝑦 
 = 0   => 4y -10z +2t=0  , i.e                      4y -10z +2=0----------------------(4) by sub. t=1 

           
𝜕𝐹

𝜕𝑧 
 = 0   => 14z – 10y  - 10x+ 26t = 0, i.e      14z – 10y  - 10x+ 26 = 0---------------------(5), t=1 

           
𝜕𝐹

𝜕𝑡 
 = 0   => 2x +2y +26z -34t=0 i.e                 2x +2y +26z - 34=0 -------------(6), t=1 

         (3) – (4)  gives 4x -10z +2 – (4y-10z+2)=0 

                              i.e  4x – 4y =0 ie x – y =0 i.e x =y -------------------------------------(7) 

    Put x =y in (5) , we get  14z – 10y  - 10y+ 26 = 0 

                                  Ie      14z -20y +26 =0    i.e   -10y + 7z +13=0--------------------(8) 

    Then 5(4) + 2(8) gives  20y -50z +10 +(-20y +14z +26)=0 
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                                                    -36z +36=0     =>  z = 1 

     Put z =1 in (4) we get 4y – 10 +2 =0          =>  y =2   => x =2 from (7)   

Put x=2, y = 2 and z=1 in    (6) we get  

2(2)+2(2)+26(1)-18=4 + 4 +26 - 34 =34-34 =0 

 (6) is satisfied by  (2,2,1) 

   Eqn. (1) represents cone with (2,2,1) as vertex.   

3. Prove that eqn. 2x2 -8xy – 4yz – 4x -2y +6z + 35 =0 represents cone & find its vertex. 

Soln.: Given eqn. be f(x, y, z) = 2x2 -8xy – 4yz – 4x -2y +6z + 35 =0 --------------(1) 

Make it homogeneous of second degree by introducing t 

      i.e. F(x, y, z, t) =2x2 -8xy – 4yz – 4xt -2yt +6zt + 35t2 =0 ----------------------------(2) 

      Differentiate (2) partially w.r.t x, y, z, and t, 

      We get 
𝜕𝐹

𝜕𝑥 
 = 0  => 4x -8y -4t=0      i.e                   4x -8y -4 =0  ( put t=1) -----------(3) 

    Next,    
𝜕𝐹

𝜕𝑦 
 = 0   =>  - 8x -4z -2t=0  , i.e                   8x +4z +2=0----------------------(4) by sub. t=1 

           
𝜕𝐹

𝜕𝑧 
 = 0   =>  - 4y + 6= 0, => y = 

3 

2
 

           
𝜕𝐹

𝜕𝑡 
 = 0   => - 4x -2y +6z +70t=0 i.e                 - 4x -2y +6z +70=0 -------------(6), t=1 

           Put y = 
3

2
   in (3) we get 4x – 8(

3

2
) -4=0, => x = 4 

                              Put x=4 in (5) we get, 32+4z+2=0   => 4z = -34     z = - 
17

2
 

Put x=4, y =
3

2
and z=

−17

2
 in    (6) we get  

-16 – 2(
3

2
) + 6(- 

17

2
) +70 = -16-3 -51 +70 = -70 + 70 = 0 (6) is satisfied by  (4, 

3

2
, - 

17

2
) 

   Eqn. (1) represents cone with (4, 
3

2
, - 

17

2
)as vertex.   

4. Prove that eqn. x2 – 2y2 +3z2  - 4xy +5yz –6zx + 8x -19y -2z - 20 =0 represents cone & find its 

vertex. 

5. Prove that eqn.  2y2   - 8xy - 8yz –4zx + 6x -4y -2z +5 =0 represents cone & find its vertex. 

Try (4) and (5) as home work 
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Right circular Cone: 

Definition(important for 2. Marks): A surface generated by a line passing through a fixed point and 

making constant angle with fixed line through vertex is called a right circular cone. The fixed point 

is called as the vertex, fixed line is called axis of the cone and constant angle is called semi vertical 

angle of the cone (as shown in fig.) 

 

                                                                                                                              

 

 

 

 

 

 

 

Theorem: To find the eqn. of the right circular con with vertex V(𝛼, 𝛽, 𝛾) , eqn. of the axis  as   

                   
𝑥−𝜶

𝑙
  = 

𝑦−𝜷

𝑚
  = 

𝑧−𝜸

𝑛
    and semi vertical angle   

Proof:                                                                                         

                                                  

 

             

 

 

 

 

 

Let P(𝒙𝟏, 𝒚𝟏, 𝒛𝟏 )  be any point on the surface of the cone (i.e anywhere on the surface) then VP is 

the generator of the cone which makes an angle  with axis of the cone VA.  

D.R.’s  of VP are (𝒙𝟏 − 𝜶), (𝒚𝟏 – 𝜷), (𝒛𝟏 − 𝜸) ,  

D.R.’s  of VA are   l,  m,  n    and angle between VP and VA is  

By using the formula for angle between the lines,  

cos = 
a1a2+b1b2+c1c2 

√𝑎1
2+𝑏1

2+𝑐1
2 √𝑎2

2+𝑏2
2+𝑐2

2 

  =   
(𝒙

𝟏
−𝜶)𝒍+(𝒚

𝟏 
–𝜷)𝒎+(𝒛

𝟏
−𝜸)n 

√(𝒙
𝟏

−𝜶)2+(𝒚
𝟏 

–𝜷)2+((𝒛
𝟏

−𝜸)
2 √𝑙2+𝑚2+𝑛2 

 

Vertex 

Axis of the  

 

 

 

 

cone 

Semi vertical 

angle 𝜽 

 

V(𝜶, 𝜷, 𝜸) 
 

P(𝒙𝟏, 𝒚𝟏, 𝒛𝟏 ) Axis of the cone  
𝑥−𝜶

𝑙
  = 

𝑦−𝜷

𝑚
  = 

𝑧−𝜸

𝑛
  

A 
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 cos = 
(𝒙𝟏−𝜶)𝒍+(𝒚𝟏 –𝜷)𝒎+(𝒛𝟏−𝜸)n 

√(𝒙𝟏−𝜶)2+(𝒚𝟏 –𝜷)2+((𝒛𝟏−𝜸)2 √𝑙2+𝑚2+𝑛2 
  

Squaring both the sides we get  

𝑐𝑜𝑠2 = 
[(𝒙

𝟏
−𝜶)𝒍+(𝒚

𝟏 
–𝜷)𝒎+(𝒛

𝟏
−𝜸)n ]2 

[(𝒙
𝟏

−𝜶)2+(𝒚
𝟏 

–𝜷)2+((𝒛
𝟏

−𝜸)
2

][𝑙2+𝑚2+𝑛2] 
 

i.e 𝑐𝑜𝑠2[(𝒙𝟏 − 𝜶)2 + (𝒚𝟏 – 𝜷)2 + ((𝒛𝟏 − 𝜸)2][𝑙2 + 𝑚2 + 𝑛2] = [(𝒙𝟏 − 𝜶)𝒍 + (𝒚𝟏 – 𝜷)𝒎 + (𝒛𝟏 − 𝜸)n ]2  

But P(𝒙𝟏, 𝒚𝟏, 𝒛𝟏 )  be any point on the surface of the cone and hence locus of the point P i.e 

replace (𝒙𝟏, 𝒚𝟏, 𝒛𝟏 ) by (x, y, z) in the above eqn. we get  

𝑐𝑜𝑠2[(𝒙 − 𝜶)2 + (𝒚– 𝜷)2 + (𝒛 − 𝜸)2][𝑙2 + 𝑚2 + 𝑛2] = [𝒙 − 𝜶)𝒍 + (𝒚– 𝜷)𝒎 + (𝒛 − 𝜸)n ]2  

 

Thus the eqn. of the right circular cone with vertex V(𝜶, 𝜷, 𝜸), eqn. of the axis as  
𝒙−𝜶

𝒍
  = 

𝒚−𝜷

𝒎
  = 

𝒛−𝜸

𝒏
    and semi vertical angle  is  

𝒄𝒐𝒔𝟐[(𝒙 − 𝜶)𝟐 + (𝒚– 𝜷)𝟐 + (𝒛 − 𝜸)𝟐][𝒍𝟐 + 𝒎𝟐 + 𝒏𝟐] = [𝒙 − 𝜶)𝒍 + (𝒚– 𝜷)𝒎 + (𝒛 − 𝜸)𝐧 ]𝟐 --(I) 

 

  

 

 

 

 

 

 

 

 

 

  y-axis 

  z-axis 

  z-axis 
Corollary 1: The eqn. of the right circular cone with 

vertex V(0, 0, 0), eqn. of the axis as   
𝑥

𝑙
  = 

𝑦

𝑚
  = 

𝑧

𝑛
  and 

semi vertical angle  is   

𝑐𝑜𝑠2 [𝑥2 + 𝑦2 + 𝑧2][𝑙2 + 𝑚2 + 𝑛2]= [x𝑙 + y𝑚 + 𝑧n ]2 

 

Proof: In (I) if we put (𝜶, 𝜷, 𝜸) as (0,0,0) we get  

𝑐𝑜𝑠2 [𝑥2 + 𝑦2 + 𝑧2][𝑙2 + 𝑚2 + 𝑛2]= [x𝑙 + y𝑚 + 𝑧n ]2 

 

Corollary 2: The eqn. of the right circular cone with 

vertex V(0, 0, 0), the axis as   𝑧 − 𝑎𝑥𝑖𝑠  and semi 

vertical angle  is  𝐳𝟐𝐭𝐚𝐧𝟐 = 𝐱𝟐+ 𝐲𝟐(as in fig.) 

Proof:  If Z –axis is axis of cone , its D.R.’s  0,0,1,  

 In (I ) (𝜶, 𝜷, 𝜸) as (0,0,0) and l, m, n, as 0,0,1 

We get, 𝑐𝑜𝑠2 [𝑥2 + 𝑦2 + 𝑧2][0 + 0 + 1]=[0 + 0 + 𝑧 ]2 

i.e 𝑐𝑜𝑠2 [𝑥2 + 𝑦2] = 𝑧2[1 - 𝑐𝑜𝑠2] 

i.e 𝑐𝑜𝑠2 [𝑥2 + 𝑦2]   = 𝑧2 𝑠𝑖𝑛2 

i.e [𝑥2 + 𝑦2]  = 𝑧2 𝑡𝑎𝑛2  or z2tan2 = x2+ y2 

𝑧2 𝑠𝑖𝑛2 

 

 

  (0,0,0),) 

  y-axis 

     x-axis 

     z-axis 

  (0,0,0),) 
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Similarly eqn. of the right circular cone with vertex V(0, 0, 0), the axis as   𝑥 −  𝑎𝑥𝑖𝑠  and semi 

vertical angle  is  𝐱𝟐𝐭𝐚𝐧𝟐 = 𝐲𝟐+ 𝐳𝟐 and eqn. of the right circular cone with vertex 

V(0, 0, 0), the axis as   𝑦 −  𝑎𝑥𝑖𝑠  and semi vertical angle  is  𝐲𝟐𝐭𝐚𝐧𝟐 = 𝐱𝟐+ 𝐳𝟐 

Note: These corollaries are important for 2 marks. 

 

Examples: 

1. Find the eqn. of the right circular cone with vertex (0, 0, 0), eqn. of the axis as   
𝑥

1
  = 

𝑦

2
  = 

𝑧

3
  

and semi vertical angle  is 600. 

Soln:  

 

 

Squaring both the sides we get , 

14 (𝑥2 + 𝑦2 + 𝑧2)  = 4 (𝑥 + 2𝑦 + 3𝑧)2 ,  

i.e 7 (𝑥2 + 𝑦2 + 𝑧2)  = 2 (𝑥 + 2𝑦 + 3𝑧)2 , on simplifying we get, 

5𝒙𝟐 − 𝒚𝟐 − 𝟏𝟏𝒛𝟐 − 𝟖𝒙𝒚 − 𝟐𝟒𝒚𝒛 − 𝟏𝟐𝒛𝒙 = 0, which is req. eqn. of rt. circular cone  

2. Find the eqn. of the right circular cone with vertex (0, 0, 0), eqn. of the axis as   
𝑥

2
  = 

𝑦

−4
  = 

𝑧

3
  

and semi vertical angle  is 300. 

 

 

 

 

 

 

 

3. Find the eqn. of the right circular cone with  

(i) vertex (0, 0, 0), eqn. of the axis as   
𝑥

1
  = 

𝑦

1
  = 

𝑧

1
  and semi vertical angle  is 450. 

(ii) vertex (0, 0, 0), eqn. of the axis as   
𝑥

1
  = 

𝑦

2
  = 

𝑧

3
  and semi vertical angle  is 30. 

600 
O(0,0,0) 

𝑥

1
  = 

𝑦

2
  = 

𝑧

3
 

P(x,y,z) 
Soln: Let P(x,y,z) be any point on the surface 

of the cone. 

D.R.’s of OP are x-0,  y-0, z-0,  

D.R’s of axis are 1, 2, 3 and  =600 

 cos60 = 
𝑥1+𝑦2+𝑧3

√𝑥2+𝑦2+𝑧2 √1+22+32
  

i.e 
1

2
 = 

𝑥+2𝑦+3𝑧

√𝑥2+𝑦2+𝑧2 √14
 

√𝑥2 + 𝑦2 + 𝑧2 √14 = 2(𝑥 + 2𝑦 + 3𝑧) 

A 

Soln: D.R.’s of OP are   x-0,  y-0, z-0, and D.R’s of axis are 2, -4, 3 and  =300 

 cos30 = 
2𝑥+𝑦(−4)+𝑧(3)

√𝑥2+𝑦2+𝑧2 √22+(−42)+32
  

i.e 
√3

2
 = 

2𝑥−4𝑦+3𝑧

√𝑥2+𝑦2+𝑧2 √29
 

√3√𝑥2 + 𝑦2 + 𝑧2 √29 = 2(2 − 4𝑦 + 3𝑧) 

Squaring both the sides , we get  

87(𝒙𝟐 + 𝒚𝟐 + 𝒛𝟐) = 4 (𝟐 − 𝟒𝒚 + 𝟑𝒛)𝟐 which is req. eqn. of rt. circular cone 
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(iii) vertex (0, 0, 0), eqn. of the axis as   
𝑥

1
  = 

𝑦

−1
  = 

𝑧

1
  and semi vertical angle  is 600. 

    Try above three examples as Home work 

4. Find the eqn. of the right circular cone with vertex as (0,0,0) , axis as z-axis and =300. 

Soln.: We know that eqn. of the right circular cone with vertex as (0,0,0) , axis as z-axis and 

smi vertical angle as  is z2tan2 = x2+ y2 

But  = 300,  we have z2tan2(30)= x2+ y2 

i.e z2 1

3
= x2+ y2   => 3(x2+ y2) - z2 = 0, req. eqn. of cone. 

5. Find the eqn. of the right circular cone with vertex as (0,0,0) , axis as x-axis and =600. 

6. Find the eqn. of the right circular cone with vertex as (0,0,0) , axis as y-axis and =500. 

Try above two examples as Home work 

7. Find the eqn. of the right circular cone with vertex as (2,1,-3) , axis is parallel to y-axis and 

semi vertical angle =300. 

Soln: 

 

                                                                                            

 

            

         Let P(x,y,z) be any point on the surface of the cone and V(2,1,-3)be vertex of the cone  

         D.R.’s of VP are x-2,  y-1, z+3,  

         Since axis of the cone is parallel to y-axis and hence DR’s of axis are same as DR’s of y-    

         axis,  they are 0,,1 0  

          D.R’s of axis are 0, 1, 0 and  =600 

          cos30 = 
(x−2)0+(  y−1)1+(z+3)0

√(𝑥−2)2+(𝑦−1)2+(𝑧+3)2 √0+1+02
  

         i.e 
√3

2
 = 

(  y−1)

√(𝑥−2)2+(𝑦−1)2+(𝑧+3)2  1
   i.e √3 [√(𝑥 − 2)2 + (𝑦 − 1)2 + (𝑧 + 3)2]= 2(y-1) 

              Squaring both the sides we get  

             3[(𝑥 − 2)2 + (𝑦 − 1)2 + (𝑧 + 3)2] = 4(y-1)2 

             i.e 3(𝒙 − 𝟐)𝟐 − (𝒚 − 𝟏)𝟐 + 𝟑(𝒛 + 𝟑)𝟐 = 0 which is req. eqn. of rt. circular cone. 

       8. Find the eqn. of the right circular cone with vertex as (2,-3, 5) , axis making equal angle with  

           Coordinate axis and  semi vertical angle =300. 

V(2,1,-3) 

P(x,y,z) 

  y-axis 

  axis is parallel to y axis 

A 
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       Soln.:Let P(x,y,z) be any point on the surface of the cone and V(2,-3, 5)be vertex of the cone  

         D.R.’s of VP are x-2,  y+3, z-5,  

         Since axis of the cone makes equal angle with coordinate  axis and hence  

         D.R’s of axis are    
1

√3 
 , 

1

√3 
 , 

1

√3 
  &   =300 

          cos30 = 
(x−2)

1

√3 
+(  y+3)

1

√3 
+(z−3)

1

√3 

√(𝑥−2)2+(𝑦+3)2+(𝑧−5)2 √
1

√3 

2
+

1

√3 

2
+

1

√3 

2
  

         i.e 
√3

2
 = 

(x−2)+(  y+3)+(z−3)

√3√(𝑥−2)2+(𝑦+3)2+(𝑧−5)2 √1
    

         i.e 3 [√(𝑥 − 2)2 + (𝑦 + 3)2 + (𝑧 − 5)2]= 2[(x − 2) + (  y + 3) + (z − 5)] 

             Squaring both the sides we get,  

             9[(𝑥 − 2)2 + (𝑦 + 3)2 + (𝑧 − 5)2] = 4 [(x − 2) + (  y + 3) + (z − 5)]2   

            i.e 9[x2+y2+z2 -4x + 6y – 10z +38] =4[x + y + z -4]2 , which is req. eqn. of cone. 

    9. Find the eqn. of the right circular cone with vertex (1, −2, 1), eqn. of the axis as    

         
𝑥−1

3
  = 

𝑦+2

−4
  = 

𝑧+1

5
  and    semi vertical angle  is 600.    

       Soln: Let P(x,y,z) be any point on the surface of the cone and V(1,-2, -1 )be vertex of the cone  

         D.R.’s of  VP are x-1,  y+2, z+1,  

         D.R’s of axis are    3, -4, 5    &   =600 

          cos60 =  
(x−1)3+(  y+2)(−4)+(z+1)5

√(𝑥−1)2+(𝑦+2)2+(𝑧−1)2 √32+(−4)2+52
 

                  i.e 
1

2
 = 

3(x−1)−4(  y+2)+5(z+1)

√(𝑥−2)2+(𝑦+3)2+(𝑧+1)2 √50
    

         i.e √50 [√(𝑥 − 2)2 + (𝑦 + 3)2 + (𝑧 + 1)2]= 2[3(x − 1) − 4(  y + 2) + 5(z + 1)] 

             Squaring both the sides we get,  

             50[(𝑥 − 2)2 + (𝑦 + 3)2 + (𝑧 + 1)2] = 4 [3x − 4y + 5z − 6]2   

            i.e 25[x2+y2+z2 -4x + 6y +2z +14] =2[x + y + z -4]2 , which is req. eqn. of cone. 

      10. Find the eqn. of the right circular cone with vertex (3, 2, 1), eqn. of the axis as    
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𝑥−3

4
  = 

𝑦−2

1
  = 

𝑧−1

3
  and    semi vertical angle  is 300.   

            HOME work  

11. Find the eqn. of the right circular cone with vertex origin, axis making equal angles with 

coordinate axis and whose generator has DR’s 1, -2, 2.    

 

Soln.:    

                       

 

 

 

              In this example,  is not given. 

              Given that , axis makes equal angles with coordinate axis and hence DR’s of axis are 
1

√3 
 , 

1

√3 
 , 

1

√3 
 

             And DR’s of generator VA are 1, -2, 2. 

             We know that axis makes equal angle with all generators in rt. circular cone,   is same     

             throughout . 

             From the fig. angle between VA and VB is  

            cos = 
1(

1

√3 
)+(−2)

1

√3 
+2(

1

√3 
)

√12+(−2)2+22  √(
1

√3 
)2+(

1

√3 
)2+(

1

√3 
)2

 = 
1(

1

√3 
)

√9  √1
  =  

1

3√3  
------------------------------(1) 

             Next, let P(x, y, z) be any point on the surface of the cone, again from the fig. angle between  

             VP and VB is also  

             We have cos = 
𝑥(

1

√3 
)+𝑦

1

√3 
+𝑧(

1

√3 
)

√𝑥2+𝑦2+𝑧2  √(
1

√3 
)2+(

1

√3 
)2+(

1

√3 
)2

       (b’cz, DR’s of VP are x, y, z) 

            But from (1) cos = 
1

3√3  
 

             we have 
1

3√3  
 = 

𝑥+𝑦+𝑧

√3√𝑥2+𝑦2+𝑧2  √1
 

                 i.e √𝑥2 + 𝑦2 + 𝑧2  = 3( x+ y +z) 

          Squaring both the sides we get, [𝑥2 + 𝑦2 + 𝑧2] = 9( x+ y +z)2 

y-axis 

x-axis 

z-axis 

Axis  of cone makes equal angle with coordinate axis. 

      V(0,0,0) 

             P(x,y,z)   

       

A 

B 
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           i.e.8(𝑥2 + 𝑦2 + 𝑧2) +18(xy+yz+zx) = 0 

           i.e 4(𝒙𝟐 + 𝒚𝟐 + 𝒛𝟐) +9(xy+yz+zx) = 0 which is req. eqn. of rt. circular cone. 

 

 

 

         Enveloping cone of a sphere:  

     We know that from the external point to the surface of the sphere if we draw tangents throughout 

                        

 

         the sphere i.e  go on drawing tangent lines as much as possible to sphere from the fixed point,       

         we get one surface which is in the form of cone, that is called enveloping cone of sphere.     

          we define enveloping cone of sphere as follows 

         Defn: The locus of tangent lines drawn from a given point to a given sphere is called  

         enveloping cone of the sphere. The given point is vertex of the cone. 

         Note: Defn. is important for two marks. 

         Theorem: Find the eqn. of enveloping cone of sphere x2 + y2+z2 =a2, from the vertex     

         (𝜶, 𝜷, 𝜸). 

         Proof:          

 

 

 

 

Fixed 

point 

(vertex

) 

Tangents 

from fixed 

point 

Given 

sphere

nt 

                   O             x 

            y 

         z 
            P (𝜶, 𝜷, 𝜸) 

            Enveloping cone of sphere 
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             Give sphere is x2 + y2+z2 =a2--------------------------------------------------------------    (1) 

            Any line through P(𝜶, 𝜷, 𝜸) with DR’s l,m,n is  
𝑥−𝜶

𝑙
  = 

𝑦−𝜷

𝑚
  = 

𝑧−𝜸

𝑛
 =r (say)---------------(2) 

             any point on the line (2) is (𝛼 + 𝑙𝑟, 𝛽 + 𝑚𝑟, 𝛾 + 𝑛𝑟)        

             It lies on the sphere (1) if it satisfies eqn. (1). 

        i.e (𝛼 + 𝑙𝑟) 2 + (𝛽 + 𝑚𝑟) 2+( 𝛾 + 𝑛𝑟) 2 =a2 

       i.e r2(l2+m2+n2) + r(2𝛼𝑙 + 2𝛽𝑚 + 2𝛾𝑛) + (𝛼2+ 𝛽2+ 𝛾2 - a2 ) = 0---------------------------(3) 

       which is quadratic in r, has two roots for r. For two different values of r we get two points  

       at which a line will intersect sphere, i.e any line will intersect sphere at two points, but if  

       it is a tangent then it will touch the sphere at only one point, hence both values of r same.  

       Condition for equal roots of r discriminant b2 -4ac =0 in (3) 

      i.e   (2𝛼𝑙 + 2𝛽𝑚 + 2𝛾𝑛)2 – 4 (l2+m2+n2) (𝛼2+ 𝛽2+ 𝛾2 - a2 ) = 0 

      i.e    (𝛼𝑙 + 𝛽𝑚 + 𝛾𝑛)2 – (l2+m2+n2) (𝛼2+ 𝛽2+ 𝛾2  - a2 ) = 0------------------------------------(4) 

      From (2), l =  
𝑥−𝜶

𝑟
 ,  m= 

𝑦−𝜷

𝑟
,  n  = 

𝑧−𝜸

𝑟
, substitute these values in (4) we get 

        (𝛼
𝑥−𝜶

𝑟
+ 𝛽

𝑦−𝜷

𝑟
+ 𝛾, )2 – ((

𝑥−𝜶

𝑟
)2+(

𝑦−𝜷

𝑟
)2+(

𝑧−𝜸

𝑟
)2) (𝛼2+ 𝛽2+ 𝛾2  - a2 ) = 0 

      i.e [𝛼(𝑥 − 𝛼) + 𝛽(𝑦 − 𝛽) + 𝛾(𝑧 − 𝛾)]2 – [(𝑥 − 𝛼)2+(𝑦 − 𝛽)2+(𝑧 − 𝛾)2] (𝛼2+ 𝛽2+ 𝛾2  - a2 ) =0 

      By simplifying we get, [𝛼𝑥 + 𝛽𝑦+  𝛾𝑧 - a2 ]2  - [x2 + y2+z2 - a2 ][ 𝛼2+ 𝛽2+ 𝛾2  - a2 ] = 0 

      i.e                                    [𝜶𝒙 + 𝜷𝒚+  𝜸𝒛 - a2 ]2  = [x2 + y2+z2 - a2 ][ 𝜶2+ 𝜷2+ 𝜸2  - a2 ] ---(5)  

      which is req. eqn. of enveloping cone of sphere. 

      Easy method to remember this eqn. is as follows: 

      Eqn. (5) can be written as,  T2 = SS1   

      where T =𝛼𝑥 + 𝛽𝑦+  𝛾𝑧 - a2     i.e eqn. of tangent to the sphere at (  𝛼, 𝛽, 𝛾 ) 

                 S =  x2 + y2+z2 - a2         i.e given sphere 

                 S1 = 𝛼2+ 𝛽2+ 𝛾2  - a2       i.e Sphere at   ( 𝛼, 𝛽, 𝛾 ) 

     Note: (1) Above formula   T2 = SS1 , u have to remember for  examples. 

             (2) Sphere may be given not necessarily with centre at origin, it may given general eqn.  

                   x2 + y2+z2+2ux+2vy+2wz+d =0, then also same formula T2 = SS1, but  

                   T = 𝛼𝑥 + 𝛽𝑦+  𝛾𝑧 +u(x+ 𝛼) +v(y+ 𝛽)+ w(z+ 𝛾) + 𝑑 i.e Eqn. of tgt. to this sphere                                                                                                                               

                   S = x2 + y2+z2+2ux+2vy+2wz+d ,                              i.e   eqn. of  given sphere 

                   S1 = 𝛼2+ 𝛽2+ 𝛾2 +2 u𝛼 +2v 𝛽+ 2w 𝛾 + 𝑑, i.e sphere at  ( 𝛼, 𝛽, 𝛾 ) 

Note: Enveloping cone of the sphere is also locus of all tangents drawn  from point (( 𝜶, 𝜷, 𝜸 ) 

          to sphere.  
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    Examples:  

1. Find the enveloping cone of the sphere x2 + y2+z2 = 11 which has the vertex ( 2,4,1). Also 

prove that the plane z=0 cuts this cone in rectangular hyperbola. 

Soln.: Given sphere  S =  x2 + y2+z2 – 11 and  ( 𝛼, 𝛽, 𝛾 ) =(2,4,1) 

                              S1=  22 + 42+12 – 11 = 10 

                                 T =   2x+4y+z-11       

             Enveloping cone of sphere is T2 = SS1 

                 i.e (2x+4y+z-11)2 =   (x2 + y2+z2 – 11)(10) 

                 i.e 10(x2 + y2+z2 – 11)  =  (2x+4y+z-11)2, req. eqn. of  enveloping cone of sphere. 

      Next, If plane z=0 cuts this cone, put z=0 in above eqn. we get,   

      10(x2 + y2 – 11)  =  (2x+4y -11)2 

      i.e 6x2 + 6y2 – 16xy +44x -88y – 231 =0, which is rectangular hyperbola.   

      2.  Find the enveloping cone of the sphere x2 + y2+z2 = 9 which has the vertex ( 0,1,1). 

  Soln.: Given sphere  S =  x2 + y2+z2 – 9=0 and  ( 𝛼, 𝛽, 𝛾 ) =(0,1,1) 

                              S1=  02 + 12+12 – 9 = -7 

                                 T =   0x+1y+1z-9 = y+z-9       

             Enveloping cone of sphere is T2 = SS1 

                 i.e (y+z-9)2 =   (x2 + y2+z2 – 9)(-7) 

                 i.e 7(x2 + y2+z2 – 9)   +  (y+z-9)2, req. eqn. of  enveloping cone of sphere. 

     3. Find the enveloping cone of the sphere x2 + y2+z2 -2x +4z-1=0 with the vertex ( 1,1,1). 

  Soln.: Given sphere  S =  x2 + y2+z2 – 2x+4z-1 =0 and  ( 𝛼, 𝛽, 𝛾 ) =(1,1,1) 

                              S1=  12 + 12+12 – 2+4 -1 = 4 

                                 T =  𝛼𝑥 + 𝛽𝑦+  𝛾𝑧 +u(x+ 𝛼) +v(y+ 𝛽)+ w(z+ 𝛾) + 𝑑 

                                     =  x+y+z-1(x+1)+0(y+1)+2(z+1)-1  = y+3z      

             Enveloping cone of sphere is T2 = SS1 

                 i.e (y+3z)2 =   (x2 + y2+z2 – 2x+4z-1) (4) 

                 i.e 4(x2 + y2+z2 – 2x+4z-1) =  (y+3z)2, req. eqn. of  enveloping cone of sphere. 

   4. Find the enveloping cone of the sphere x2 + y2+z2 +2x -2y=2 with the vertex ( 1,1,1). 

   5. Prove that the lines drawn from the origin so as to touch the sphere x2 + y2+z2 – 2x+6y+4z-4=0 

       lie on the cone  -4 (x2 + y2+z2 – 2x+6y+4z-4) = (x -3y -2z+4)2 

       Hint: In this example you have to prove enveloping cone of sphere x2 + y2+z2 – 2x+6y+4z-4=0  

       From vertex (0,0,0) is 2 (x2 + y2+z2 – 2x+6y+4z-4) = (x -3y -2z+4)2 

 

        

 

 

        

        Try (4) and (5) as home work. 

 
            y 
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        Try following examples also: 

1. Prove that equation (i) 4x2 – y2 +2z2+2xy – 3yz +12x – 11y +6z +4=0 represents cone with 

vertex (-1, -2, -3).  
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        Lecture on Cylinder  April 2020 

Definition: A surface generated by variable straight line moving in space  parallel 

to a fixed line and satisfying the condition that interesting given curve is called 

cylinder. Variable line is called generator  and intersecting curve is called guiding 

curve.   

 

 

 

                                                                                       

                                                                                                                                                                                

             Oblique cylinder                                                                       Right circular cylinder 

Right circular cylinder: A surface generated by variable straight line moving in space  

parallel to a fixed line with constant distance from fixed line and satisfying the condition 

that interesting given curve is called cylinder. Fixed line is called axis of the cylinder, 

variable line is called generator, constant distance is called radius of cylinder and 

intersecting curve is called guiding curve.  

Note:(1) In oblique cylinder generators are not necessarily at constant distance from 

fixed line where as in rt. circular cylinder they are at constant distance. 

(2) Most of the properties and theorems in cylinder are same as that of cone. 

(3) It is not having vertex, only fixed line and conic  

Theorem: To find eqn. of cylinder with given conic   ax2+2hxy+by2+2gx+2fy+c=0, z=0 

and generators parallel to the line 
𝒙

𝒍
  = 

𝒚

𝒎
 = 

𝒛

𝒏
         

Proof:  

                

 

 

 

generator 

        axis 

       radius 

Line 
𝒙

𝒍
  = 

𝒚

𝒎
 = 

𝒛

𝒏
         

Guiding curve 

x-axis 

y-axis 

z-axis 

P(x1,y1,z1) 
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    Given conic  ax2+2hxy+by2+2gx+2fy+c=0,       z=0   -----------------------(1) 

   Let the equation of the fixed line be 
𝒙

𝒍
  = 

𝒚

𝒎
 = 

𝒛

𝒏
        --------------------(2) 

    Let P(x1,y1,z1) be any point on the cylinder, then equation to this line parallel to  

    fixed line (2) is  
𝒙−𝒙𝟏

𝒍
  = 

𝒚−𝒚𝟏

𝒎
 = 

𝒛−𝒛𝟏

𝒏
 ----------------------------------------(3) 

    But this line intersect xy-plane at z=0  ( b’cz on xy plane z coordinate is zero) 

    we have 
𝒙−𝒙𝟏

𝒍
  = 

𝒚−𝒚𝟏

𝒎
 = 

𝟎−𝒛𝟏

𝒏
----------------------------------------------(4) 

    
𝑥−𝒙𝟏

𝑙
  = 

0−𝒛𝟏

𝑛
  and 

𝑦−𝒚𝟏

𝑚
  = 

0−𝒛𝟏

𝑛
 

 x = 𝒙𝟏 - 
𝑙𝒛𝟏

𝑛
,   y= 𝒚𝟏 -  

   𝑚𝒛𝟏

𝑛
, z = 0,   

But line (4) intersect the given conic (1) if this point lies on conic (1), as shown in 

fig.   substitute this point in (1)  we get ,  

a(𝑥1 −
𝑙𝑧1

𝑛
)2 + 2h (𝑥1 - 

𝑙𝑧1

𝑛
)( 𝑦1 - 

   𝑚𝑧1

𝑛
) +b(𝑦1  −

   𝑚𝑧1

𝑛
)2+2g(𝑥1 - 

𝑙𝑧1

𝑛
) + 2f(𝑦1 - 

   𝑚𝑧1

𝑛
)+c = 0 

(not necessary to remove l, m,n as they are given) 

Simplifying this eqn. we get 

a(n𝑥1- 𝑙𝑧1)2 + 2h (n𝑥1- 𝑙𝑧1)(n𝑦1 − 𝑚𝑧1)+ b(n𝑥1- 𝑙𝑧1)2 +2g (n𝑥1- 𝑙𝑧1)+2f(n𝑥1- 𝑙𝑧1)+ cn2=0   

Then locus of P(x1, y1, z1) , i.e replace (x, y, z) we get, 

a(n𝑥- 𝑙𝑧)2 + 2h (n𝑥- 𝑙𝑧)(n𝑦 − 𝑚𝑧)+ b(n𝑥- 𝑙𝑧)2 +2g (n𝑥- 𝑙𝑧)+2f(n𝑥1- 𝑙𝑧1)+ cn2=0.   

Thus required eqn. of cylinder with generators parallel to the line 
𝒙

𝒍
  = 

𝒚

𝒎
 = 

𝒛

𝒏
 and given 

conic   ax2+2hxy+by2+2gx+2fy+c=0, z=0 (i.e guiding curve) is   

a(n𝒙- 𝒍𝒛)2 + 2h (n𝒙- 𝒍𝒛)(𝐧𝒚 − 𝒎𝒛)+ b(n𝒙- 𝒍𝒛)2 +2g (n𝒙- 𝒍𝒛)+2f(n𝒙𝟏- 𝒍𝒛𝟏)+ cn2=0.----(5) 

Corollary 1. If the generator of the cylinder parallel to z-axis then l=0, m=0 and n=1 

substitute these in (5) we get eqn. of cylinder is ax2+2hxy+by2+2gx+2fy+c=0,       z=0    

i.e f(x,y) =0, z=0 

similarly, If the generator of the cylinder parallel to x-axis then l=1,m=0 and n=0 

substitute these in (5) we get eqn. of cylinder is f(z,y) =0, x=0. 

And If the generator of the cylinder parallel to y-axis then l=0,m=1 and n=0 

substitute these in (5) we get eqn. of cylinder is f(x,z) =0, y=0. 

Corollary 2.The eqn. of cylinder which is having guiding curve as intersection of two 

curves f(x,y,z) =0----(1)  and g(x, y, z)=0-----(2)  and whose generators are parallel to  

(i) x –axis is obtained by eliminating x between (1) and (2) 

(ii) y–axis is obtained by eliminating y between (1) and (2) 

(iii) z–axis is obtained by eliminating z between (1) and (2) 
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Examples:  

1. Find eqn. to the cylinder  which passes through the curve of  intersection of  

plane lx+my+nz=p   and  ax2+b y2+cz2  = 1  and generators parallel to z-axis. 

Soln. Given guiding curve is intersection of lx+my+nz=p  ---------------------(1)  

                                                                      ax2+b y2+cz2  = 1  ----------------------(2) 

          Since generators are parallel to z-axis, req. eqn. to the cylinder  is obtained by  

          eliminating z-coordinate between (1) and (2) 

          From (1)   z = 
𝑝−𝑙𝑥−𝑚𝑦

𝑛
, substitute this in (1) we get  

          ax2+by2+c(
𝑝−𝑙𝑥−𝑚𝑦

𝑛
)2  = 1   

         i.e an2x2+bn2y2+c(𝒑 − 𝒍𝒙 − 𝒎𝒚)2 = n2, which is the req. eqn. of the cylinder.   

    2. Find eqn. to the cylinder  which passes through the curve of  intersection of  plane     

         lx+my+nz=p   and  by2+cz2  = 2ax  and generators parallel to x -axis. 

         Hint: get x from first eqn. and substitute in second as in above example. 

    3. Find eqn. to the cylinder  which passes through the curve of  intersection of  plane     

         lx+my+nz=p   and  ax2  +cz2  = 2y  and generators parallel to y -axis. 

         Hint: get y from first eqn. and substitute in second as in above example. 

         Try (2)and (3) as home work. 

 

      4. Find eqn. to the surface generated by the line which is parallel to y=mx and z=nx   

          and intersecting the ellipse 
𝑥2

𝑎2
 + 

𝑦2

𝑏2
 = 1, z=0 

          i.e nothing but , finding eqn. of cylinder whose generators are parallel to the line 

          y=mx and z=nx and intersecting the ellipse 
𝑥2

𝑎2
 + 

𝑦2

𝑏2
 = 1 lies on z=0 i.e xy plane 

  Soln: Given line  y=mx and z=nx i.e x = 
𝑦

𝑚
 = 

𝑧

𝑛
 ,    i.e 

𝑥

1
 = 

𝑦

𝑚
 = 

𝑧

𝑛
  ----------------(1) 

            Guiding curve is ellipse 
𝑥2

𝑎2
 + 

𝑦2

𝑏2
 = 1 lies on z=0-----------------------------(2) 

             

 

 

 

  

                                                                                         

    Let P(x1,y1,z1) be any point on the cylinder, then equation generator parallel to  

z-axis 𝑥

1
 = 

𝑦

𝑚
 = 

𝑧

𝑛
 

P(x1,y1,z1) 

Guiding curve 
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    given line (1) passing through is  
𝒙−𝒙𝟏

𝟏
  = 

𝒚−𝒚𝟏

𝒎
 = 

𝒛−𝒛𝟏

𝒏
 ----------------------------------------(3) 

    But this line intersect xy-plane at z=0  ( b’cz on xy plane z coordinate is zero) 

    we have 
𝒙−𝒙𝟏

𝟏
  = 

𝒚−𝒚𝟏

𝒎
 = 

𝟎−𝒛𝟏

𝒏
----------------------------------------------------------------------(4) 

    
𝑥−𝒙𝟏

1
  = 

0−𝒛𝟏

𝑛
  and 

𝑦−𝒚𝟏

𝑚
  = 

0−𝒛𝟏

𝑛
 

   x = 𝒙𝟏 - 
𝒛𝟏

𝑛
,   y= 𝒚𝟏 -  

   𝑚𝒛𝟏

𝑛
, z = 0,   

 

But line (4) intersect the given conic (2) if this point lies on conic (2), as shown in fig.   

substitute this point in (2)  we get ,  

   
(𝒙𝟏 − 

𝒛𝟏
𝑛

 ) 2

𝑎2
 + 

(𝒚𝟏 −  
   𝑚𝒛𝟏

𝑛
 )2

𝑏2
 = 1             

i.e 𝑏2(𝒙𝟏  −  
𝒛𝟏

𝑛
 ) 2 + 𝑎2(𝒚𝟏  −  

   𝑚𝒛𝟏

𝑛
 )2 = 𝑎2𝑏2 

i.e 𝑏2(𝒏𝒙𝟏  −  𝒛𝟏 ) 2 + 𝑎2(𝒏𝒚𝟏  −   𝒛𝟏 )2 = 𝑎2𝑏2n2 

Locus of P(x1,y1,z1) i.e replace (x1,y1,z1) by (x, y, z) we get 

 𝒃𝟐(𝒏𝒙 −  𝒛 ) 𝟐 + 𝒂𝟐(𝒏𝒚 −   𝒛 )𝟐 = 𝒂𝟐𝒃𝟐n2, req. Eqn. of cylinder. 

5. Find eqn. of cylinder whose generators are parallel to the line 
𝑥

1
 = 

𝑦

2
 = 

𝑧

2
 and whose   

    guiding curve is 𝑥2 + 2𝑦2 = 1 lies on z=0. 

    Try this example, similar to above example. 

6.Find eqn. of cylinder whose generators are parallel to the line 
𝑥

1
 = 

𝑦

−2
 = 

𝑧

3
 and whose   

    guiding curve is 𝑥2 + 2𝑦2 = 1 lies on z=3. 

 

                                                                                                 

 

 

 

Soln.:Gven  line 
𝑥

1
 = 

𝑦

−2
 = 

𝑧

3
 ---------------------(1) guiding curve is 𝑥2 + 2𝑦2 = 1,   z=3-----(2) 

Let P(x1,y1,z1) be any point on the cylinder, then equation of  generator parallel to  

given line (1) passing through is  
𝒙−𝒙𝟏

𝟏
  = 

𝒚−𝒚𝟏

−𝟐
 = 

𝒛−𝒛𝟏

𝟑
 ----------------------------------------(3) 

x-axis 

xy plane, z=0   

Plane z=3,   it is a plane llle  to z=0 at 3 units 
Guiding curve   

    Z axis   

P(x1, y1,z1)   

    y- axis   
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But this line intersect plane  z=3  ( plane llle to xy plane at distance z=3) 

    we have 
𝒙−𝒙𝟏

𝟏
  = 

𝒚−𝒚𝟏

−𝟐
 = 

𝟑−𝒛𝟏

𝟑
----------------------------------------------------------------------(4) 

    
𝑥−𝒙𝟏

1
  = 

3−𝒛𝟏

3
  and 

𝑦−𝒚𝟏

−2
  = 

3−𝒛𝟏

3
 

  ( 3x- 𝟑𝒙𝟏) = 𝟑 − 𝒛1,   3(y- 𝒚𝟏 ) =−𝟐(𝟑 − 𝒛1),  z = 3 

 x =   
𝟑𝒙𝟏+3−𝒛𝟏

3
, y =

𝟑𝒚𝟏−6−𝟐𝒛𝟏

3
,  z=3 

If the line (4) intersect the given guiding curve, the above point satisfies eqn.   (2) 

 we have ( 
𝟑𝒙𝟏+3−𝒛𝟏

3
)2 + 2(

𝟑𝒚𝟏−6−𝟐𝒛𝟏

3
 )2 = 1 

i.e ( 3𝑥1 + 3 − 𝑧1)2 + 2(3𝑦1 − 6 − 2𝑧1 )2 = 9 

 locus of this eqn. is ( 𝟑𝒙 − 𝒛 + 𝟑)𝟐 + 𝟐(𝟑𝒚 − 𝟐𝒛 − 𝟔 )𝟐 = 9, which is the req. eqn.of 

cylinder.  

7. Find eqn. of cylinder whose guiding curve is 𝑥2 + 𝑦2 = 16  lies on z=0 and generators    

     are parallel to the line 
𝑥

1
 = 

𝑦

2
 = 

𝑧

3
 . 

Soln.: Given line   
𝑥

1
 = 

𝑦

2
 = 

𝑧

3
  ----------------------------------------------------------------(1) 

            Guiding curve is ellipse 𝑥2 + 𝑦2 = 16 lies on z=0-----------------------------(2) 

    Let P(x1,y1,z1) be any point on the cylinder, then equation generator parallel to  

    given line (1) passing through is  
𝒙−𝒙𝟏

𝟏
  = 

𝒚−𝒚𝟏

𝟐
 = 

𝒛−𝒛𝟏

𝟑
 ----------------------------------------(3) 

    But this line intersect xy-plane at z=0  ( b’cz on xy plane z coordinate is zero) 

    we have 
𝒙−𝒙𝟏

𝟏
  = 

𝒚−𝒚𝟏

𝟐
 = 

𝟎−𝒛𝟏

𝟑
----------------------------------------------------------------------(4) 

    
𝑥−𝒙𝟏

1
  = 

0−𝒛𝟏

3
  and 

𝑦−𝒚𝟏

2
  = 

0−𝒛𝟏

3
 

   x = 𝒙𝟏 - 
𝒛𝟏

3
,   y= 𝒚𝟏 -  

   2𝒛𝟏

3
, z = 0,   

But line (4) intersect the given conic (2) if this point lies on conic (2), as shown in fig.   

substitute this point in (2)  we get ,  

( 𝒙𝟏  −  
𝒛𝟏

3
)2 + (𝒚𝟏  −   

   2𝒛𝟏

3
 ) 2 = 16 

 i.e ( 𝟑𝒙𝟏  −  𝒛𝟏)2 + (𝟑𝒚𝟏  −   2𝒛𝟏 ) 2 = 16 

 locus of this eqn. is( 3𝑥 −  𝑧)2 + (3𝑦 −   2𝑧 ) 2 = 16 

 i.e 9x2 + 9y2+10z2- 6xz -12yz – 16 = 0 req. eqn. of cylinder. 

8. Find eqn. of cylinder whose generators are parallel to the line 𝑥 = 
𝑦

2
 = −𝑧 ,  

i.e 
𝑥

1
 = 

𝑦

2
= 

𝑧

−1
  and passing through the curve (i.e. guiding curve)  3𝑥2 + 2𝑦2 = 1,z=0. 

Try this example as home work. 

9. Show that the line 
𝑥

1
 = 

𝑦

−1
= 

𝑧−3

1
 is a generator of the cylinder x2 + y2+z2+xy+yz -zx = 9. 
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Soln.: Given  line 
𝑥

1
 = 

𝑦

−1
= 

𝑧−3

1
   i.e  

𝑥−0

1
 = 

𝑦−0

−1
= 

𝑧−3

1
-------------------(1)  

i.e the line passing through point P(0,0,3) 

And given cylinder x2 + y2+z2+xy+yz -zx = 9  -------------------------(2),  

To prove the line (1) is generator for the cylinder (2)we have to prove that(0,0,3)  lies 

on (2), i.e this point satisfies (2). 

i.e 0+0+9+0+0+0=9 

                 9= 9 

 (1) is the generator of the cylinder (2). 

10. Find eqn. of cylinder whose generators are parallel to the line 
𝑥

1
 = 

𝑦

−2
 = 

𝑧

3
 and whose   

      guiding curve is 𝑧2 + 𝑦2 = 1 lies on x=2. 

Right circular cylinder:  

We know that right circular cylinder is a surface generated by variable straight line  

parallel to a fixed line with constant distance from fixed line and satisfying the condition 

that interesting given curve, that curve is circle. 

Finding equation of the right circular cylinder whose radius is r and axis is the line  

 
𝒙−𝜶

𝒍
 = 

𝒚−𝜷

𝒎
 = 

𝒛−𝜸

𝒏
  (important for 5 marks) 

Slon:  

     

  

 

                                                                                                                                                                                         

 

Let (x1, y1, z1) be any point on the cylinder and let A(𝛼, 𝛽, 𝛾) be a fixed point on the axis 

and PM = r, radius of the cylinder. 

Then from the fig. AP2 = PM2 + AM2 

 PM2 = AP2 - AM2 --------------------------(1) 

By using distance formula, AP = √(𝑥1 − 𝛼)2 + (𝑦1 − 𝛽)2 + (𝑧1 − 𝛾)2 

                                                AM = Projection of AP on the line 
𝑥−𝛼

𝑙
 = 

𝑦−𝛽

𝑚
 = 

𝑧−𝛾

𝑛
 

                                                AM = 
(𝑥1−𝛼)𝑙+(𝑦1−𝛽)𝑚+(𝑧1−𝛾)𝑛

√𝑙2+𝑚2+𝑛2
         (By using dot product) 

P(0,0,3) 

             P     M         

P 

    A         

P 
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Squaring both the sides we get,  

AM2  = (
(𝑥1−𝛼)𝑙+(𝑦1−𝛽)𝑚+(𝑧1−𝛾)𝑛

√𝑙2+𝑚2+𝑛2

 )2 = 
[(𝑥1−𝛼)𝑙+(𝑦1−𝛽)𝑚+(𝑧1−𝛾)𝑛]2

(𝑙2+𝑚2+𝑛2 )
   and PM =r 

Then (1) becomes r2 = [(𝑥1 − 𝛼)2 + (𝑦1 − 𝛽)2 + (𝑧1 − 𝛾)2] -- 
[(𝑥1−𝛼)𝑙+(𝑦1−𝛽)𝑚+(𝑧1−𝛾)𝑛]2

(𝑙2+𝑚2+𝑛2 )
 

r2((𝑙2 + 𝑚2 + 𝑛2) = [(𝑥1 − 𝛼)2 + (𝑦1 − 𝛽)2 + (𝑧1 − 𝛾)2](𝑙2 + 𝑚2 + 𝑛2) 

                                                                    − [(𝑥1 − 𝛼)𝑙 + (𝑦1 − 𝛽)𝑚 + (𝑧1 − 𝛾)𝑛]2 

i.e [(x1 − α)l + (y1 − β)m + (z1 − γ)n]2= [(𝑥1 − 𝛼)2 + (𝑦1 − 𝛽)2 + (𝑧1 − 𝛾)2 − r2  ]  

                                                                                                                                                         (l2 + m2 + n2 ) 

Locus of the above eqn. is   

 [(𝐱 − 𝛂)𝐥 + (𝐲 − 𝛃)𝐦 + (𝐳 − 𝛄)𝐧]𝟐= [(𝒙 − 𝜶)𝟐 + (𝒚 − 𝜷)𝟐 + (𝒛 − 𝜸)𝟐] − 𝐫𝟐  ](𝐥𝟐 + 𝐦𝟐 + 𝐧𝟐 )                                                                                                                                                 

Which is the required eqn. of the rt. circular cylinder with axis and radius r. 

Corollary 1. Eqn. of the rt. circular cylinder with axis 
𝑥

𝑙
 = 

𝑦

𝑚
 = 

𝑧

𝑛
  and radius r is  

[𝑙x + my + nz]2 = [x2  + y2  + z2  − r2  ] [l2 + m2 + n2 ]   

 

Proof:  

 

 

 

 

We know that eqn. of cylinder with axis  
𝑥−𝛼

𝑙
 = 

𝑦−𝛽

𝑚
 = 

𝑧−𝛾

𝑛
   and radius as r is  

[(x − α)l + (y − β)m + (z − γ)n]2= [(𝑥 − 𝛼)2 + (𝑦 − 𝛽)2 + (𝑧 − 𝛾)2] − r2  ](l2 + m2 + n2 )  

   eqn. of cylinder with axis  
𝑥

𝑙
 = 

𝑦

𝑚
 = 

𝑧

𝑛
 (i.e line passing through origin with DR’s l, m, n)   

and radius as r is [xl + ym + zn]2= [x2  + y2  + z2  − r2  ] (l2 + m2 + n2 )   

i.e [lx + my + nz]2 = [x2  + y2  + z2  − r2  ] [𝑙2 + m2 + n2 ]   

Corollary 2. Eqn. of the rt. circular cylinder with radius r and (i) z –axis as axis of cylinder 

is  x2  + y2    = r2  (ii) y –axis as axis of cylinder is  x2  + z2    = r2  (iii) x –axis as axis of 

cylinder is  y2  + z2    = r2   

Axis of cylinder 
𝑥

𝑙
 = 

𝑦

𝑚
 = 

𝑧

𝑛
  passing through origin 

x-axis 

y-axis 

z-axis 
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Proof: 

 

  

 

 

 

 

We know that eqn. of rt. circular cylinder with axis  
𝑥

𝑙
 = 

𝑦

𝑚
 = 

𝑧

𝑛
   and radius as r is  

[lx + my + nz]2 = [x2  + y2  + z2  − r2  ] [𝑙2 + m2 + n2 ]  by  cor. (1)--------------------(d) 

If z-axis is axis of cylinder as in fig. (a), then  l = 0, m = 0, n = 1 

 eqn. (d) becomes [0 + 0 + z]2 = [x2  + y2  + z2  − r2  ] [0 + 0 + 12 ] 

 i.e z2   = x2  + y2  + z2  − r2       => x2  + y2  = r2   

 eqn. of rt. circular cylinder with  𝑧 − 𝑎𝑥𝑖𝑠 as  axis and radius as r is 𝐱𝟐  + 𝐲𝟐  = 𝐫𝟐   

Similarly, eqn. of rt. circular cylinder with  𝑥 − 𝑎𝑥𝑖𝑠 as  axis and radius as r is 𝐳𝟐  + 𝐲𝟐  = 

𝐫𝟐  𝐟𝐢𝐠. (𝐛) 

And eqn. of cylinder with  𝑦 − 𝑎𝑥𝑖𝑠 as  axis and radius as r is 𝐱𝟐  + 𝐳𝟐  = 𝐫𝟐   fig. (c) 

Examples:  

1. Find the eqn. of right circular cylinder of radius 2 and axis is the line 
𝑥−1

2
 = 

𝑦−3

2
 = 

𝑧−5

−1
. 

Soln: Axis of the cylinder 
𝑥−1

2
 = 

𝑦−3

2
 = 

𝑧−5

−1
 = 

𝑥−𝛼

2
 = 

𝑦−𝛽

2
 = 

𝑧−𝛾

−1
  (𝛼, 𝛽, 𝛾 ) = (1,3,5),  

l=2, m= 2 ,  n= -1,         radius r =2 

We know that eqn. of rt. circular cylinder with axis  
𝑥−𝛼

𝑙
 = 

𝑦−𝛽

𝑚
 = 

𝑧−𝛾

𝑛
   and radius as r is  

[(x − α)l + (y − β)m + (z − γ)n]2= [(𝑥 − 𝛼)2 + (𝑦 − 𝛽)2 + (𝑧 − 𝛾)2 − r2  ](l2 + m2 + n2 )  

i.e [(x − 1)2 + (y − 3)2 + (z − 5)(−1)]2= [(𝑥 − 1)2 + (𝑦 − 3)2 + (𝑧 − 5)2 − 22  ](4 + 2 + 1 )  

i.e [2x + 2y − z − 3]2= 9[(𝑥 − 1)2 + (𝑦 − 3)2 + (𝑧 − 5)2 − 22  ] req. . eqn of rt. circular cylinder. 

x-axis 

y-axis 

z-axis 

z-axis 

z-axis 

y-axis 

Fig. (a) Fig. (b) 

Fig. (c) 

z-axis 

x-axis 
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2. Find the eqn. of right circular cylinder of radius 2 and axis is the line x =2y = -z  

Soln.: eqn. of rt. circular cylinder with axis x =2y = -z     i.e x =2y = -z i.e   
𝑥

2
 = 

𝑦

1
 = 

𝑧

−2
   and 

radius as r = 2,   is  

[(x − α)l + (y − β)m + (z − γ)n]2= [(𝑥 − 𝛼)2 + (𝑦 − 𝛽)2 + (𝑧 − 𝛾)2 − r2  ](l2 + m2 + n2 )  

(𝛼, 𝛽, 𝛾 ) = (0,0,0) 

i.e [(x)2 + (y)1 + z(−2)]2= [(𝑥)2 + (𝑦)2 + (𝑧)2 − 22  ](4 + 1 + 4) )  

i.e [2x + y –z]2 = 9[x2 + y2 + z2- 4] 

i.e 5x2+ 8y2+8z2 +4xy – 2yz – 4zx = 6x2 + 6y2 + 6z2- 36 

i.e 5x2+ 8y2+8z2 -4xy +2yz + 4zx-36=0 

3. Find the eqn. of right circular cylinder of radius 3 and axis passes through (2, 3, 4) and 

D.C’s proportional to 2,1,-2. 

Soln.: Given that axis passes through (2, 3, 4) with D.R.’s 2, 1, -2. ie e   
𝑥−2

2
 = 

𝑦−3

1
 = 

𝑧−4

−2
   

 (𝛼, 𝛽, 𝛾 ) = (2, 3, 4) and r =3 

4. Find the eqn. of right circular cylinder of radius 2 and axis e   
𝑥−1

2
 = 

𝑦−2

1
 = 

𝑧−3

2
   

Try these two example (3) and (4). 

5. Find the eqn. of rt. circular cylinder whose guiding curve is circle x2 + y2 + z2 = 9: x –y +z=3. 

Soln.: 

 

 

 

 

 

 

By using the procedure of finding centre and radius of circle of intersection of sphere (1) by the plane (2) 

we have to find. 

Centre of the sphere (1) is O = (0,0,0) and radius of the sphere OA = 3 

x2 + y2 + z2 = 9 
Plane , x –y +z=3 

       Guiding curve: Circle of intersection of plane 

and sphere. 

C 

A 

O 

Given that circle of intersection of sphere S: x2 + y2 + z2 – 9 =0-- (1) 

and plane P: x –y +z=3.---------------------------------------------------(2) 

We studied in sphere that intersection of sphere by the plane is 

circle, that circle is the guiding curve for cylinder. 

In the following fig. O( 0,0,0) is centre of the sphere (1) and C is the 

centre of the circle of intersection, radius AC f circle is radius of the 

cylinder. The line joining OC is the axis of the cylinder.  

So we have to find O, C, OA, AC and D.R.’s of OC. 

 

Axis 
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And OC is perpendicular drawn from O to the plane (2)  

 OC = |
1(0)−1(0)+1(0)−3)

√11+(−1)2+12
|= |

−3)

√3
|= √3  

 from rt. angled triangle OAC, AC2  = OA2 – OC2 = 9 – 3 = 6 

Radius of the circle i.e radius of rt. circular cylinder , AC = r =√6  

And D.R.’s of axis OC are 1, -1,  1 and  axis passing through (𝛼, 𝛽, 𝛾 ) = (0,0,0) 

 eqn. of rt. circular cylinder with radius r=√6, (𝛼, 𝛽, 𝛾 ) = (0,0,0), and l, m, n as 1, -1, 1 

is [lx + my + nz]2 = [x2  + y2  + z2  − r2  ] [𝑙2 + m2 + n2 ]  

 i.e [(1)x + (−1)y + (1)z]2 = [x2  + y2  + z2  − 6] [1 + 1 + 1 ]   

i.e  [x − y + z]2 = 3[x2  + y2  + z2  − 6]  

i.e  x2  + y2  + z2  -2xy – 2yz + 2xz = 3(x2  + y2  + z2  ) – 18 

i.e 2(𝐱𝟐  + 𝐲𝟐  + 𝐳𝟐  ) +2xy + 2yz - 2xz -18 = 0, req. eqn. of cylinder. 

Enveloping cylinder of sphere: 

If we go on drawing tangent lines to the sphere parallel to the line AB, those tangent lines 

envelope (cover)sphere and form a surface in the form of cylinder as show in the 

 

                                                

 

 

 

above figure. That cylinder formed is called enveloping cylinder of sphere. So we define 

enveloping cylinder as follows: 

Definition: The locus of tangent lines drawn to a given sphere parallel to given line is 

called the enveloping cylinder of sphere. 

Theorem: Enveloping cylinder of the sphere x2 +y2+z2=a2 with tangents drawn 

parallel to the line 
𝒙

𝒍
 = 

𝒚

𝒎
 = 

𝒛

𝒏
    is [𝒍𝒙 + 𝒎𝒚+  𝒏𝒛]2  = [x2 + y2+z2 - a2 ][ 𝒍2+ 𝒎2+ 𝒏2  - a2 ] 

Proof: Given sphere is x2 +y2+z2=a2  -----------------------------------------(1) 

            Given line            
𝑥

𝑙
 = 

𝑦

𝑚
 = 

𝑧

𝑛
    -------------------------------------------(2) 

Let P(𝛼, 𝛽, 𝛾) be any point on the locus, any line through P(𝛼, 𝛽, 𝛾) parellel to (2) is 

A B 
𝒙

𝒍
 = 

𝒚

𝒎
 =  

𝒛

𝒏
     

P(𝜶, 𝜷, 𝜸) 
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𝑥−𝜶

𝑙
  = 

𝑦−𝜷

𝑚
  = 

𝑧−𝜸

𝑛
 =r (say)------------------------------------------------------------------------------(3) 

 any point on the line (3) is (𝛼 + 𝑙𝑟, 𝛽 + 𝑚𝑟, 𝛾 + 𝑛𝑟),  It lies on the sphere (1) if it 

satisfies eqn. (1). 

i.e (𝛼 + 𝑙𝑟) 2 + (𝛽 + 𝑚𝑟) 2+( 𝛾 + 𝑛𝑟) 2 =a2 

i.e r2(l2+m2+n2) + r(2𝛼𝑙 + 2𝛽𝑚 + 2𝛾𝑛) + (𝛼2+ 𝛽2+ 𝛾2 - a2 ) = 0---------------------------(4) 

which is quadratic in r, has two roots for r. For two different values of r we get two points 

at which a line will intersect sphere, i.e any line will intersect sphere at two points, but if 

it is a tangent then it will touch the sphere at only one point, hence both values of r same.  

Condition for equal roots of r discriminant b2 -4ac =0 in (3) 

i.e   (2𝛼𝑙 + 2𝛽𝑚 + 2𝛾𝑛)2 – 4 (l2+m2+n2) (𝛼2+ 𝛽2+ 𝛾2 - a2 ) = 0 

i.e    (𝛼𝑙 + 𝛽𝑚 + 𝛾𝑛)2 – (l2+m2+n2) (𝛼2+ 𝛽2+ 𝛾2  - a2 ) = 0---------------------------------(5) 

 Hence, locus of (𝛼, 𝛽, 𝛾) i.e replace (𝛼, 𝛽, 𝛾) by (x, y, z) in (5) we get  

 (𝒙𝒍 + 𝒚𝒎 + 𝒛𝒏)2 – (l2+m2+n2) (𝒙2+ 𝒚2+ 𝒛2  - a2 ) = 0  

i.e. (𝒍𝒙 + 𝒎𝒚 + 𝒏𝒛)2 – (l2+m2+n2) (𝒙2+ 𝒚2+ 𝒛2  - a2 ) = 0 

 which is req. eqn. of enveloping cylinder of sphere. 

Note: (i)Procedure for enveloping cone and cylinder are same , only change is,  in cone 

tangents are drawn from a fixed point to the sphere and in cylinder tangents  are  drawn 

parallel to the given line.  

(ii) Enveloping cylinder of the sphere is also sometimes is locus of generators  touch the 

sphere and parallel to the given line. 

Examples: 

1.Find the equation of  the enveloping cylinder of the sphere 𝑥2+ 𝑦2+ 𝑧2  = 25 whose 

generators are parallel to the line 
𝑥

1
 = 

𝑦

−2
 =  

𝑧

3
   

Soln.: Given sphere  𝑥2+ 𝑦2+ 𝑧2  = 25  -----------------------------------------------(1) 

Given line 
𝑥

1
 = 

𝑦

−2
 =  

𝑧

3
  ------------------------------------------------------------------------(2) 

 

 

 

 

Here a =5, l =1, m = --2 , n =3 

We know that enveloping cone of sphere (𝑙𝑥 + 𝑚𝑦 + 𝑛𝑧)2– (l2+m2+n2) (𝑥2+ 𝑦2+ 𝑧2-a2 )= 0 

i.e ((1)𝑥 + (−2)𝑦 + 3𝑧)2– (1+4+9) (𝑥2+ 𝑦2+ 𝑧2-25 ) 

𝑥

1
 = 

𝑦

−2
 =  

𝑧

3
  , passing through origin 

Sphere 𝑥2+ 𝑦2+ 𝑧2  = 25 
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i.e (x -2y +3z)2 = 14(𝒙2+ 𝒚2+ 𝒛2-25 ) which is req. eqn. of enveloping cone of sphere. 

2. Find the equation of  the enveloping cylinder of the sphere 𝑥2+ 𝑦2+ 𝑧2  = a2 

whosegenerators are parallel to the line 𝑥 = 𝑦 =  𝑧   

Soln.: Given sphere  𝑥2+ 𝑦2+ 𝑧2  = a2  -----------------------------------------------(1) 

Given line 𝑥 = 𝑦 =  𝑧  i.e   
𝑥

1
 = 

𝑦

1
 =  

𝑧

1
  --------------------------------------------------------(2) 

Here a =a, l =1, m = 1 , n =1 

We know that enveloping cone of sphere (𝑙𝑥 + 𝑚𝑦 + 𝑛𝑧)2– (l2+m2+n2) (𝑥2+ 𝑦2+ 𝑧2-a2 )= 0 

i.e (𝑥 + 𝑦 + 𝑧)2– (1+1+1) (𝑥2+ 𝑦2+ 𝑧2- a2 ) 

i.e (x +y +z)2 = 3(𝒙2+ 𝒚2+ 𝒛2-a 2 ) which is req. eqn. of enveloping cone of sphere. 

3. Find the equation of  the enveloping cylinder of the sphere 𝑥2+ 𝑦2+ 𝑧2  = a2 whose 

generators are parallel x-axis.  

Soln.:  

 

                                                         
       

 

Generators parallel to x-axis => D.R.’s of generators are 1,0,0 

 put l=1, m=0, n=0 in above eqn. we get x2 = (𝑥2+ 𝑦2+ 𝑧2-a2 ) 

i.e 𝑦2+ 𝑧2   = a2 

************************************************************************************* 

 

 

       

 

 

 

 

 

x-axis 

Generators parallel to x-axis 
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CONTENTS OF THE UNIT 

 

1. INTRODUCTION 

2. DEFINITION 

3. DERIVATION OF FORMULA FOR FINDING VOLUME AND SURFACE AREA OF SOLID 

GENERATED BY 

(I) CARTESIAN CURVE 

(II) PAMETRIC CURVE 

(III) POLAR CURVE 

(IV) EXAMPLES ON ALL THESE 

 

INTRODUCTION: 

We already studied formulas for  area, surface area and volume of solid figures and 

examples in school level, but we don’t know that why surface area  of sphere is   

4𝜋𝑟2 ?   and volume is  
4

3
 𝜋𝑟3  ?  

These formulas we get by using definite integral. Similarly length of curve also we 

get by using definite integral. 

If any plane figure is rotated ( one full rotation) about x-axis or y-axis  or any other 

line we get one solid figure  that is called solid of revolution generated by plane 

curve.  

For example:  If A right angled triangle is rotated about its perpendicular line we 

get a 3-D figure, cone.                                                           

                                                                                 

Definition: If a plane area is rotated about a fixed straight line lying in its own 

plane, then the body so generated by the plane area is called solid of revolution 

and surface generated by the boundary of the plane area is called surface area of 
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revolution and volume formed by surface is called volume of revolution. The 

fixed line about which the plane area is rotated is called axis of axis of rotation. 

                                          

In the above figure , Plane area is right angled triangle, solid of revolution is cone 

and axis of cone is AB. 

Examples:  

1. If a semi circle is rotated about its diameter then we get solid figure sphere. 

2. If a semi ellipse is rotated about its major axis then we get solid figure 

called ellipsoid. 

3. If a semi parabola is rotated about x- axis then we get solid figure called 

paraboliod. 

4. If a semi hyperbola is rotated about x- axis then we get solid figure called 

hyperboloid. 

5. If a rectangle is rotated about its one of the side, we get solid figure called 

cylinder. 
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S. 

No. 

Plane  figure Equation Solid Obtained Axis 

1.  Semi Circle 

         

 

 

x2 +y2 = a2 

Sphere Diameter 

2.  Semi parabola 

 
 

y2 = 4ax Paraboloid x-axis 

or  

y-axis 

3.  Semi ellipse 

 

𝑥2

𝑎2
 + 

𝑦2

𝑏2
 = 1 

 

 

 

Ellipsoid 

 

Major axis 

or  

minor axis 

4.  Right angle triangle 

 

y = mx 

 

 

 

Cone x-axis 

or  

y-axis 

5.  

Rectangle   

x =k 

 

 

Cylinder Any side 

6.  Semi Astroid

 

𝑥
2

3 + 𝑦
2

3 = 𝑎
2

3 

 

 
 

 x-axis 

or  

y-axis 

7.  Semi Cardioid 

 

r = a(1+cos𝜃) Cardiac Initial line 

or line  

𝜃 = 
𝜋

2
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Solid figures obtained by plane figures ofter revolution
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Cartesian, Parametric and Polar equations:  

Equations in terms of x and y are called Cartesian, if x and y are in terms of 

parameter t are 𝜽 are called parametric and equations in terms of r and 𝜽 are 

called polar. 

For example:  

S. No. Curve Equations 

Cartesian Parametric Polar 

1. Circle x2 +y2 = a2 x = acos𝜃, y = asin𝜃 r = acos(𝜋 + 𝜃) 

2. Parabola y2 = 4ax x = at2, y = 2at              - 

3. Ellipse 𝑥2

𝑎2
 + 

𝑦2

𝑏2
 = 1 x = acos𝜃, y = bsin𝜃              - 

4. Hyperbola 𝑥2

𝑎2
 - 

𝑦2

𝑏2
 = 1 x = asec𝜃, y = btan𝜃              - 

5. Astroid 𝑥
2

3 + 𝑦
2

3 = 𝑎
2

3 

 

x = acos3 𝜃, y = bsin3 𝜃              - 

6. Cardioid        -                -        r = a(1+cos𝜃) 

 

I. Volume and surface area formulas for Cartesian curve. 

 

 

 

(i) The volume of a solid generated by the area 

ACDM i.e bounded by the curve y = f(x), x –

axis and ordinates x=a and x=b by the 

revolution about x-axis is 

       V = ∫ 𝜋𝑦2𝑑𝑥
𝑏

𝑎
         or          V = ∫ 𝜋𝑥2𝑑𝑦

𝑏

𝑎
 

(ii)  The surface area of a solid generated by the 

area ACDM i.e bounded by the curve y = f(x), x 

–axis and ordinates x=a and x=b by the 

revolution about x-axis is 

S = ∫ 2𝜋𝑦  √1 + (
𝑑𝑦

𝑑𝑥
)2   𝑑𝑥

𝑏

𝑎
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Contents of this unit 

• Introduction 

• Definitions 

• Conditions for extreme values 

• Theorem, Lagarnge’s method of undetermined multipliers for 

optimization 

• Examples. 

Introduction: 

We already studied maxima and minima of a function f(x) of single 

variable x.  

               

In the same way we have maxima and minima for function of two 

variables f(x,y). There are many practical situations in which it is 

necessary and desirable to know maximum and minimum of 

functions of two or more variables. In many applied problems of 

science and engineering a function of two or more variables has to 

be optimized subject to one or more conditions on variables. The so 

called Lagrnge’s method of undetermined multipliers provides a 

recipe to handle these problems. 

At the point x=a  in first fig. and x=b in second fig. tangents are parallel to x-axis 
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For example: It is given a metal sheet of fixed surface area l , We 

have to construct a recangular box with maximum volume. We use 

this  Lagrnge’s method of undetermined multipliers and  calculate. 

Maxima and Minima for functions of two variables:  

Continuous function of two or three variables assumes extreme 

values on closed and bounded regions. 

 

We study in this section how to get extreme values using first and 

second order partial derivatives. 

Definition (2015,17,19): Let f(x,y) be a continuous function of two 

variables in a neighbourhood of a point (a,b). Then f(a, b) said to be 

maximum of f(x,y) at (a,b) if f(a,b)>f(a+h, b+k) in a certain deleted 

neighbourhood of (a, b). And value f(a,b) is maximum value. 

  

Maximum value          
                         f(a,b) 

Point at which it is max.  

Maximum value 

Point at which it is max.  

Fig. (1)  Fig. (2)  
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Definition (2015,17,19): Let f(x,y) be a continuous function of two 

variables in a neighbourhood of a point (a,b). Then f(a, b) said to be 

minimum of f(x,y) at (a,b) if f(a,b)<f(a+h, b+k) in a certain deleted 

neighbourhood of (a, b). And value f(a,b) is minimum value. 

                     

 

 

 

 

Definition of Extreme Value : For the function f(x, y),  f(a,b) is said to 

be  extreme value or extremum of f(x,y) if f(a,b) is maximum or 

minimum.  

Critical or stationary point:  A point (a, b) is called critical or 

stationary point if f(x, y)   has extremum at (a,b).  

 

 

 

 

Note: In given heighbourhood only one point of minimum or maximum or minimum as 

shown in the fig.(1) and (3) and it is not necessary that surface has only one point as 

point of minimum, may be more than one point as points of minimum as shown in the 

fig. (2) and (4). 

 

Fig. (3)  Fig. (4)  



KLE’s GIB College, Nipani 
 

Dr. (Smt. ) M. M. Shankrikopp.                B.Sc. III Sem. Real Analysis Page 5 
 

Saddle point:     

 

 

 

Theorem (Necessary condition for extreme values): 

Necessary conditions for a function f(x, y) to have an extreme value  

(maxima or minima) at (a, b) are that  

fx(a, b) = 0 and fy(a, b) = 0 

 

Saddle point: A point (a,b) is 

called saddle point if f(x,y) is 

neither maximu nor minimum 

at (a, b), as shown in fig.        
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Above conditions are only necessary but not sufficient 

conditions. 

i.e  even though fx(a, b) = 0 and fy(a, b) = 0 but function is not 

having extreme values at (a, b). 

Classification of critical or stationary points: 

Finding the extreme values by definition is very difficult, so by 

using next theorem we will find very easily the extreme values. 

Theorem(sufficient conditions for extreme values): 

Let f(x, y) be defined in a certain neighbourhood of (a, b) and posses 

continuous partial derivatives upto third order. 

Let fx(a, b) = 0 and fy(a,b) =0. 

Let A = fxx or  𝒇𝒙𝟐(a, b) ,    B = fxy(a, b) ,   and  C = fyy or  𝒇𝒚𝟐(a, b)   

Then  

(i) f  has maximum at (a,b) if AC – B2 > 0 &  A <0  

ie. in other words fxx fyy – (fxy)2 >0,  fxx<0  

and f(a,b) is maximum value. 

(ii) f  has minimum at (a,b) if AC – B2 > 0 &  A >0  

ie. in other words fxx fyy – (fxy)2 >0,  fxx >0  

and f(a,b) is minimum value. 

(iii) f is neither maximum nor minimum at (a, b) or it has a saddle 

point at (a, b) if AC – B2 <0. 

(iv) If AC – B2 = 0,  then anything is possible. 
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Procedure for calculating maxima , minima and saddle points: 

I Step:  Calculate fx,  fy, fxy,  fxx, fyy 

II Step: For maximum or minimum we have fx= 0 and fy=0. 

III Step: Solving above two equations fx= 0 and fy=0 get the values of  

               a, b. 

IV Step: Calculate AC – B2 at that point and check it conditions of       

                maxima and minima along with A<0, A>0 or A=0. 

 

Examples: 

1. Find maximum or minimum values of f(x,y) = x2+ y2 

 

This gives 2x = 0 and 2y = 0 so that there is just one stationary point, namely  

(x, y) = (0, 0). We now need to classify it. 

fxx fyy – (fxy)2 = 2.2 -0 = 4>0 and A= fxx = 2>0 

 Hence it is a minimum at (0,0) and minimum value is f(0,0)=0  
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2. Find stationary points of the function f(x, y) = x3 + y3 - 3xy (2018) 

Soln.: Given function be f(x, y) = x3 + y3 – 3xy-----------------(1) 

       Then fx =   3x2 – 3y 

                 fy =   3y2 – 3x 

                 fxx =  6x = A 

                 fxy = -3  = B 

                 fyy =   6y = C 

For extreme values we have fx = 0  and  fy = 0    

i.e    3x2 – 3y = 0      and  3y2 – 3x =0 ------------(2) 

i.e y = x2 -----(3),        then (2) becomes x4 – x = 0 

                                               x(x3 – 1) = 0 

 x =0 and x =1 

 If x = 0 then (from (3) ) we have y =0 

And if x  =1 then y =1 

Points at which function is max. Or min. are  (0, 0), (1, 1) qnd (1, -1) 

(i) At (0,0) 

AC – B2 = 0 – 9 <0 , f(0, 0) is not extreme value 

(ii) At (1,1) 

 AC – B2 = -36 – 9 = - 45 < 0   

 f has minimum value at (1, 1) and that min. value is f(1,1) = -1  

 

3. Show that f(x,y) = x3 + y3 - 3xy +1 is minimum at (1, 1).          (2018) 

Same as example (2) 

4. Find stationary values of  f(x, y) = x2 + y2 + 
𝟐

𝒙
 + 

𝟐

𝒚
 ,                (2019) 

Soln.: Given function be f(x, y) = x2 + y2 + 
𝟐

𝒙
 + 

𝟐

𝒚
 

Then fx =   2x - 
𝟐

𝒙𝟐
    = >  fxx =   2 - 

𝟒

𝒙𝟑
  = A 

         fy =   2y - 
𝟐

𝒚𝟐
     => fyy =   2 - 

𝟒

𝒚𝟑
    = C 

         fxy =   𝟎 = B 
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For extreme values we have fx = 0  and  fy = 0    

i.e 2x - 
𝟐

𝒙𝟐
  = 0  and 2y - 

𝟐

𝒚𝟐
  = 0  

=>  x = 
𝟏

𝒙𝟐
   and y = 

𝟏

𝒚𝟐
  

=> x3 = 1 and y3 = 1 

=> x=1 and y= 1 

At the point (1, 1)     , A = -2,    B = 0,   C = -2  

AC – B2 = (-2)(-2) – 0 =4>0  and A = -2  

 f is max. at (1, 1) and max. value is f(1, 1) = 6 

 

5. Find extreme values of f(x, y) = y2 +4xy +3x2 + x3                 (2018) 

Soln.: Given function be f(x, y) = y2 + 4xy+3x2 + x3--------------(1) 

       Then fx =   4y+6x+3x2 ,             fy =   2y+4x 

                    fxx =  6 + 6x  = A 

               fxy = 4          = B 

               fyy =   2         = C 

For extreme values we have fx = 0  and  fy = 0    

i.e      4y+6x+3x2 = 0 -----(2)     and  2y+4x = 0-----(3) 

from (3) =>  y = -2x------------------------------------(4) 

Sub. in (2) we get -8x +6x +3x2 = 0 

                3x2 – 2x = 0 

          i.e x(3x -2) = 0 

          => x =0 and x = 
𝟐

𝟑
  

 From(4) , if x =0 then y =0 

            & if x =
𝟐

𝟑
  then y = −

𝟒

𝟑
 

Stationery points are (0,0) and (
𝟐

𝟑
, −

𝟒

𝟑
) 

(i) At (0,0) 

AC – B2 = 12 – 16 = -4 < 0 

∴ (0, 0 ) is saddle point 
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(ii) At(
𝟐

𝟑
, −

𝟒

𝟑
) 

               AC – B2 = 20 – 16= 4>0 and A = 10>0 

 f is minimum at (
𝟐

𝟑
, −

𝟒

𝟑
) and minimum value is −

𝟒

𝟐𝟕
 

6. Find extreme values of f(x, y) = x3y2 (1 –x –y)                       (2019) 

Soln.: Given function be f(x, y) = x3y2 (1 –x –y) = x3y2 – x4y2 - x3y3--(1) 

       Then fx =   3x2y2 – 4x3y2 - 3x2y3 

                 fy =   2x3y – 2x4y - 3x3y2 

                 fxx =  6xy2 – 12x2y2 – 6xy3   = A 

                 fxy = 6x2y – 8x3y - 9x2y2     = B 

                 fyy =   2x3 – 2x4 - 6x3y          = C 

For extreme values we have fx = 0  and  fy = 0    

i.e      3x2y2 – 4x3y2 - 3x2y3 = 0      and  2x3y – 2x4y - 3x3y2 = 0 

i.e      x2y2 ( 3 – 4x – 3y) = 0         and x3y( 2 – 2x – 3y) =0 

=> x = 0 and y = 0 

And 3 – 4x – 3y  = 0 -----(a)       &  2 – 2x – 3y = 0 ---------(b) 

(a) – (b) gives 3 – 4x – 3y  -  2 + 2x + 3y = 0 

i.e 1 -2x = 0  

          =>  x =  
𝟏

𝟐
  

Then from (b)  2- 2(
𝟏

𝟐
) – 3y = 0 

                i.e  2 – 1 – 3y = 0 

                     i.e   1 – 3y = 0 

           => y = 
𝟏

𝟑
  

Therefore stationary points are (0, 0)  and (
𝟏

𝟐
,  

𝟏

𝟑
 ).  
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(i) At (0, 0)                                                 

A = fxx = 0, B = fxy =0,  C =fyy = 0 

 AC – B2 = 0 

We cannot tell anything about f at (0, 0).  

(ii) At (
𝟏

𝟐
,  

𝟏

𝟑
 ) 

A = fxx = 6(
𝟏

𝟐
)(

𝟏

𝟑
)𝟐 -12(

𝟏

𝟐
)𝟐(

𝟏

𝟑
)𝟐 - 6 (

𝟏

𝟐
)(

𝟏

𝟑
)𝟑 = (

𝟏

𝟑
) − (

𝟏

𝟑
)- (

𝟏

𝟗
)  

     = - 
𝟏

𝟗
 

B = fxy = 6(
𝟏

𝟐
)𝟐(

𝟏

𝟑
) -8(

𝟏

𝟐
)𝟑 𝟏

𝟑
 – 9( 

𝟏

𝟐
)𝟐(

𝟏

𝟑
)𝟑 = (

𝟏

𝟐
) − (

𝟏

𝟑
)- (

𝟏

𝟏𝟐
)  = 

𝟏

𝟏𝟐
 

C = fyy = 2(
𝟏

𝟐
)𝟑 -2(

𝟏

𝟐
)𝟒 - 6 (

𝟏

𝟐
)𝟑(

𝟏

𝟑
) =  

𝟏

𝟒
 - 

𝟏

𝟖
  - 

𝟏

𝟒
 = - 

𝟏

𝟖
  

       Then AC – B2 = (-
𝟏

𝟗
)(- 

𝟏

𝟖
) - 

𝟏

𝟏𝟒𝟒
 = 

𝟏

𝟕𝟐
 - 

𝟏

𝟏𝟒𝟒
 > 0  

       And A = - 
𝟏

𝟗
  < 0 

                             Thus AC – B2 > 0 and A < 0  

                            and hence function f has maximum at (
𝟏

𝟐
,  

𝟏

𝟑
 )        

     Maximum value is f(
𝟏

𝟐
,  

𝟏

𝟑
 ) = (

𝟏

𝟐
)𝟑(

𝟏

𝟑
)𝟐 (1 - 

𝟏

𝟐
 - 

𝟏

𝟑
 ) = 

𝟏

𝟕𝟐
(

𝟏

𝟔
) = 

𝟏

𝟒𝟑𝟐
 

     ∴ Extreme value is 
𝟏

𝟒𝟑𝟐
 

7. Find extreme values of f(x, y) = xy (6 –x –y)                       (2016) 

Soln.: Given function be f(x, y) = xy (6 –x –y) = 6xy – x2y – xy2 

          fx = 6y – 2xy – y2 = y(6 -2x –y) 

          fy = 6x – x2 – 2xy  = x(6-x – 2y) 

          fxx =  – 2y           = A 

          fxy = 6 – 2x – 2y = B 

          fyy = – 2x            = C 

For extreme values we have fx = 0  and  fy = 0    

i.e y(6 -2x –y) = 0     and x(6-x – 2y) = 0 
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=>  y = 0,  6 -2x – y = 0  and x =0 ,  6-x – 2y = 0 

=> (0, 0) is first extreme point  

Next consider, 6 -2x – y = 0----------(1) 

                         6  -x – 2y = 0---------(2) 

                                          Then (1) – 2(2) gives  

                                          6 -2x – y- 12 +2x +4y = 0 

                                    i.e   3y – 6= 0 =>  y = 2  

From (1) 6 – 2x -2 =0 => -2x = -4    => x =  2 

                                       

Then another point is (2, 2)                                   

(i) At (0, 0) 

A=0,   B= 6,  C=0 => AC –B2 = -36<0 

 (0, 0) is saddle point 

(ii) At (2, 2)  

A = -4,     B = 6 -4 – 4 = -2,   C = -4 

∴ AC –B2 = 16  - 4 = 8>0   and A = -4 < 0 

i.e AC –B2 < 0 and A<0 

=> Function f has maximum at (2, 2) and maximum value is 

f(2,2). 

i.e f(2,2) = 4(6 – 2 - 2) = 8 

∴ Extreme value is 8. 

 

8. Find extreme values of f(x, y) = x3 + y3  - 3x – 12y + 20                 

(2015) 

Soln.: Given function is f(x, y) = x3 + y3  - 3x – 12y + 20----(1) 

        Then  fx = 3x2 - 3  
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                   fy = 3y2 - 12 

                   fxx =   6x            = A 

                   fxy = 0                 = B 

                   fyy = 6y               = C 

 

For extreme values we have fx = 0  and  fy = 0    

             i.e 3x2 – 3=0  and 3y2 – 12 =0 

             i.e x2 – 1=0     and y2 – 4 =0       

            => x = ±𝟏       and  y =± 2 

∴ Stationary points are ( 1, 2), (-1, 2) , (1, -2) and (-1, -2) 

 

(i) At (1, 2) 

A =   fxx =   6      B = fxy = 0,    C =  fyy = 12     

∴       AC  - B2 = 72>0  and A =6>0 

=> f is minimum at (1, 2)  and minimum value is f(1,2)= 2   

(ii) At (-1, 2) 

A =   fxx =   -6      B = fxy = 0,    C =  fyy = 12     

∴       AC  - B2 = -72<0 => (-1, 2) is saddle point. 

(iii)  At (1, -2) 

A =   fxx =   6      B = fxy = 0,    C =  fyy = -12     

∴       AC  - B2 = -72<0 => (1, -2) is saddle point. 

 

(iv) At (-1, -2) 

A =   fxx =   -6      B = fxy = 0,    C =  fyy = -12     

∴       AC  - B2 = 72>0  and A = -6 <0  

=>  f has maximum at  (-1, -2) and maximum value is  

f(-1,-2) = 38 

Thus extreme points are (1, 2) and (-1, -2) and extreme values are 2 

and 38. 

9. Examine the maxima and minima for the function  
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f(x, y) = 2x3 + xy2 +5x2 +y2     (2017) 

Soln.: Given function is  f(x, y) = 2x3 + xy2 +5x2 +y2    

Then fx = 3x2 + y2 +10x  

          fy = 2xy + 2y 

          fxx =   6x+10            = A 

          fxy = 2y                    = B 

          fyy = 2x+2               = C 

 For extreme values we have fx = 0  and  fy = 0    

 3x2 + y2 +10x =0 ---(1)   and 2xy + 2y = 0 => y(x+1)=0  

                                                           => y  =0 and x = -1 

 From (1) , for y=0, we get 3x2  +10x =0  => x =0 and x= -
𝟏𝟎

𝟑
 

 First two points are (0, 0) and (-
𝟏𝟎

𝟑
, 0) 

Next for x =-1,   eqn. (1) becomes.  

3 + y2 -10 = 0 => y2 = 7 =>  y = ±√𝟕 

∴  Other two stationary points are= (-1,  √𝟕 and (-1,−√𝟕)                 

 
i) At (0, 0)                                                 

A =   fxx =   10      B = fxy = 0,    C =  fyy = 2     

∴       AC  - B2 = 20>0  and A =10 >0 

=> f is minimum at (0, 0)  and minimum value is f(0,0)= 2   

ii) At (-
𝟏𝟎

𝟑
, 0) 

A =   fxx =   -10      B = fxy = 0,    C =  fyy = -
𝟏𝟒

𝟑
    

∴       AC  - B2 = 
𝟏𝟒𝟎

𝟑
 > 0  and A = -10 < 0 

=> f is maximum at (-
𝟏𝟎

𝟑
, 0)and maximum value is  
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f(-
𝟏𝟎

𝟑
, 0) =  - 

𝟓𝟎𝟎

𝟐𝟕
  

iii)  At  (-1,  √𝟕 ) and (-1,−√𝟕),   AC- B2 < 0 and hence these are 

saddle points. 

                   

10. Find maximum or minimum of the function 

 

 

Soln.: Given function be f(x, y) = 𝒆−(𝒙𝟐+𝒚𝟐) 

 

For Stationary points we have fx = 0 and fy = 0 

i.e -2x 𝒆−(𝒙𝟐+𝒚𝟐) = 0 =>   x = 0   and -2y 𝒆−(𝒙𝟐+𝒚𝟐) = 0 =>   y = 0    

So there is only one stationary point, at (x, y) = (0, 0). 

Substituting (x, y) = (0, 0) into the expressions for fxx, fyy and fxy  

gives  

                       fxx = −2, fyy = −2, fxy = 0 

Therefore  

AC – B2 =  fxx fyy – (fxy)2 = (−2)(−2) − 0  = 4 > 0  

so that (0, 0) is either a min or a max.  

Since A = fxx  = -2 < 0 . 

Thus AC – B2 >0, A<0    

Hence f is maximum at (0, 0) and maximum value is f(0,0) = 1. 
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11.  Find maximum or minimum of the function 

Soln: Given function be f(x, y) = 2 – x2 – xy – y2 

 
 

For Stationary points we have   fx = 0 and fy = 0 

 -2x-2y=0   and –x-2y=0 

i.e x+y = 0 and x+2y =0  

Solving these two equations we get 

 x+y  = 0 

-(x+2y)=0  

=>  -y =0 i.e y =0 => x =0 

So there is only one stationary point, at (x, y) = (0, 0). 

Substituting (x, y) = (0, 0) into the expressions for fxx, fyy and fxy  

gives  

                       fxx = −2, fyy = −2, fxy = -1 

Therefore  

AC – B2 =  fxx fyy – (fxy)2 = (−2)(−2) – (-1)2  = 3 > 0  

so that (0, 0) is either a min or a max.  

Since A = fxx  = -2 < 0 . 

Thus AC – B2 >0, A<0    

Hence f is maximum at (0, 0) and maximum value is f(0,0) = 2. 

 

Example 4: Find the stationary values of  

 f(x, y) = 2x 3 + 6xy2 − 3y 3 − 150x  

Soln:  Given function is f(x, y) = 2x 3 + 6xy2 − 3y 3 − 150x  
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For Stationary points we have   fx = 0 and fy = 0 

 -2x-2y=0   and –x-2y=0 

                       6x 2 + 6y 2 − 150 = 0 and 12xy − 9y 2 = 0  

                    i.e. x 2 + y 2 = 25   -------(1)  and y(4x − 3y) = 0-------(2)  

From (2) we get   

                     y = 0 or 4x = 3y  

                  If y = 0 then from (1) we get 

                  x 2 = 25 so that x = ±5 

                gives  (5, 0) and (−5, 0) as stationary points.  

Next,       If 4x = 3y then x = 
3

4
  y ---------------(3) 

From (1) we get  

                    (
3

4
  y) 2 + y 2 = 25    

                     
25

16
  y 2 =  25  =>  y 2 =  16 

Therefore    y = ±4  =>   x =   ±3  

Now  y = 4 gives x = 3 and y = −4 gives x = −3,  

so we have two further stationary points             (3, 4) and (−3, −4).  

 

Thus in total there are four stationary points  

                   (5, 0), (−5, 0), (3, 4) and (−3, −4).  

 

 



KLE’s GIB College, Nipani 
 

Dr. (Smt. ) M. M. Shankrikopp.                B.Sc. III Sem. Real Analysis Page 18 
 

 

 

Each of these must now be classified into max, min or saddle. 

• At (5, 0).  

For this stationary point,  

                         fxx fyy – (f xy)2 = 602 - 0 > 0 so it is either a max or a min.  

                         But fxx = 60 > 0 and fyy = 60 > 0. Hence at (5, 0) is a minimum  

                         Minimum Value is f(5,0)= - 500 

 

• Next  (−5, 0).  

For this stationary point, 

      fxxfyy − (f xy)2 = (−60)2 > 0 so it is either a max or a min. 

                   But fxx = −60 < 0 and fyy = −60 < 0. Hence at (−5, 0) is a maximum. 

                     Maximum Value is f(-5,0) =  500 

 

• Next(3, 4).  

For this stationary point, 

                    fxxfyy − (fxy)2 = −3600 < 0 so (3, 4) is a saddle. 

• Next (−3, −4).  

For this stationary point,  

                   fxxfyy − (f xy)2 = −3600 < 0 so (−3, −4) is a saddle. 
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Optimization by Lagrange’s Method: 

I will explain first what is optimization? 

 

1. Consider an example, what is the minimum metal sheet required 

to construct a tin (cubide in shape) of capacity 1000 cc. ?     

Here, given function is metal sheet required  

u= surface area = f(x, y, z) = 2xy+2yz+2zx 

 

 

 

 

 

     

                                                                                           ------------------- 

  

 

 

 

 

 

Among these boxes, the box with minimum surface area is 600 sq.cms. i.e 

minimum metal sheet required is of 600 sq.cms. 

This minimizing surface area is optimization. 

2. Consider another  example 

We have to find three numbers x, y, z so that their sum is 6 and (i) product 

is maximum (ii) Sum of their squares is minimum 

 

Numbers Product Sum of their  

squares  

1,2,3 6 14 

1,1, 4 4 18 

2, 2, 2 8 12 

 

  4 

  2 

    125 

  5 

  2 

  100 

  5 

  5 

  40 

  10 

  10 

  10 

  10 

  5 

  20 

V=1000cc 

S =1516 

sqcm 

V=1000cc 

S 

=1420sqc

m 

V=1000cc 

S = 600 

sqcm 

V=1000cc 

S =850 

sqcm 

V=1000cc 

S =700 

sqcm 
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But for each examples of these type, this trial and error method is very 

difficult. So in such cases we can use Lagrange’s Undermined Multipliers. 

(i) Lagrange’s Method of undetermined Multipliers when variables x, y, z 

are connected by one equation.   

Theorem: Explain the method of Lagrange’s method of undetermined multipliers 

to find optimum value of  f(x, y, z) where variables are connected by the relation 

∅(𝑥, 𝑦, 𝑧) =0 .  [2016, 2018] 

Explanation: Let u = f(x, y, z) be a function of three variables x, y, z. 

These variables x, y, z are connected by the equation ∅(𝑥, 𝑦, 𝑧) =0------(1) 

For maximum or minimum value of u we have du =0 

I.e
𝜕𝑢

𝜕𝑥
 dx + 

𝜕𝑢

𝜕𝑦
 dy+ 

𝜕𝑢

𝜕𝑧
dz =0 ---------------------(2)  

Also from equation (1) 

 d∅ = 
𝜕∅

𝜕𝑥
 dx + 

𝜕∅

𝜕𝑦
 dy+ 

𝜕∅

𝜕𝑧
dz =0-------------------(3) 

Multiplying equation (2) and (3) by 1 and 𝜇 and adding them, where 𝜇 

is constant, we get  

(
𝜕𝑢

𝜕𝑥
 dx + 

𝜕𝑢

𝜕𝑦
 dy+ 

𝜕𝑢

𝜕𝑧
dz) +𝜇 (

𝜕∅

𝜕𝑥
 dx + 

𝜕∅

𝜕𝑦
 dy+ 

𝜕∅

𝜕𝑧
dz) =0 

(
𝜕𝑢

𝜕𝑥
 + 𝜇

𝜕∅

𝜕𝑥
) dx+ (

𝜕𝑢

𝜕𝑦
 +𝜇

𝜕∅

𝜕𝑦
)dy + (

𝜕𝑢

𝜕𝑧
+ 𝜇

𝜕∅

𝜕𝑧
)dz =0---------------------(4) 

Since 𝜇 is arbitrary constant, i.e for all values of 𝜇, (4) is true only when 

𝜕𝑢

𝜕𝑥
 + 𝜇

𝜕∅

𝜕𝑥
= 0 

                                              
𝜕𝑢

 𝜕𝑦
 +𝜇

𝜕∅

𝜕𝑦
 = 0               -  -----------------(5) 
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𝜕𝑢

𝜕𝑧
+ 𝜇

𝜕∅

𝜕𝑧
= 0 

Using (1) and (5), we can determine the values 𝜇, x, y and z for which u 

is maximum or minimum. 

Hence the proof. 

Examples:  

1. Find the minimum value of x2+y2+z2 having given that ax+by +cz =p. 

    [2016] 

[in other words find the three numbers x, y, z so that  sum of their 

squares  is minimum and linear combination of them is p.] 

Soln.: We have to find minimum value of  

              u = x2+y2+z2 --------------------------(1) 

With condition          ax+by +cz =p 

i.e          ∅ = ax+by +cz -p = 0----------------------(2) 

Consider                     du+𝜇 d∅ =0, where 𝜇 is constant 

i.e 2x dx  + 2y dy + 2z dz + 𝜇( a dx + b dy + c dz) =0 

                     ( 2x + 𝜇 a) dx + ( 2y + 𝜇 b) dy + ( 2z + 𝜇 c) dz =0 -----(3)  

Since  𝜇 is arbitrary, (3) is true only when  

                     2x +  𝜇 a = 0 ---------------------(4) 

                     2y + 𝜇 b = 0----------------------(5) 

                     2z + 𝜇 c = 0---------------------  (6) 

Multiplying eqn. (4) by x , (5) by y (6) by Z and adding we get 
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                 2 x2 + 𝜇 ax + 2y2 + 𝜇 by + 2z2 + 𝜇 c z = 0 

i.e   2(x2+y2+z2) + 𝜇 (ax+by +cz) =0 

2u + 𝜇p = 0 

 𝝁 = - 
𝟐𝒖

𝒑
   --------------------------------------------(7)  

Next , multiplying equations (4), (5) and (6) by a, b, c resply. And adding 

we get 

2(ax+by+cz) +𝜇 (a2 + b2 + c2) = 0 

i.e  2p  - 
𝟐𝒖

𝒑
(a2 + b2 + c2) = 0 

 
𝟐𝒖

𝒑
 ( a2 + b2 + c2 ) = 2p  

 𝒖 =  
𝒑𝟐

𝒂𝟐+𝒃𝟐+𝒄𝟐   which is the minimum value of u. 

Next from (4)& (7)       2x = - a 𝜇 = - a(- 
𝟐𝒖

𝒑
 )=2a

𝟏

𝒑
  

𝒑𝟐

𝒂𝟐+𝒃𝟐+𝒄𝟐   =   
𝟐𝒂𝒑

𝒂𝟐+𝒃𝟐+𝒄𝟐    

∴ x = 
𝒂𝒑

𝒂𝟐+𝒃𝟐+𝒄𝟐    

similarly  

(5), (6) and (7) we get  

y =
𝒃𝒑

𝒂𝟐+𝒃𝟐+𝒄𝟐 ,    z = 
𝒄𝒑

𝒂𝟐+𝒃𝟐+𝒄𝟐 

Thus u is minimum for  
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x = 
𝒂𝒑

𝒂𝟐+𝒃𝟐+𝒄𝟐   , y =
𝒃𝒑

𝒂𝟐+𝒃𝟐+𝒄𝟐 ,    z = 
𝒄𝒑

𝒂𝟐+𝒃𝟐+𝒄𝟐 and minimum 

value is 𝒑𝟐

𝒂𝟐+𝒃𝟐+𝒄𝟐  . 

 

2. Find three numbers so that their sum is 24 and sum of their 

squares is minimum. 

Soln.: Let the numbers be x, y, z so that  x + y + z = 24 

        Let u = x2+y2+z2 --------------------------(1) 

   And condition is x + y + z = 24 

i.e   ∅ = x + y + z -24 = 0---------------------(2) 

 Consider                     du + 𝜇 d∅ =0, where 𝜇 is constant 

i.e 2x dx  + 2y dy + 2z dz + 𝜇( dx + dy +  dz) =0 

                     ( 2x + 𝜇 ) dx + ( 2y + 𝜇 ) dy + ( 2z + 𝜇 ) dz =0 -----(3)  

This is true only when  

                     2x +  𝜇  = 0 --------------------(4) 

                     2y + 𝜇  = 0----------------------(5) 

                     2z + 𝜇  = 0---------------------  (6) 

Multiplying eqn. (4) by x , (5) by y (6) by Z and adding we get 

                 2 x2 + 𝜇 x + 2y2 + 𝜇 y + 2z2 + 𝜇  z = 0 

i.e   2(x2+y2+z2) + 𝜇 (x+y +z) =0 

                       2u + 𝜇24 = 0 
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 𝝁 = - 
𝟐𝒖

𝟐𝟒
   --------------------------------------------(7)  

Again adding  (4), (5) and (6) we get 

                             2(x+y+z) + 3𝜇  = 0 

                           48 = -3𝜇 = -3 (- 
𝟐𝒖

𝟐𝟒
 ) 

                          i.e   48 = 
𝒖

𝟒
 

                 u = 192, which is the minimum value of u. 

And from (4), (5), (6) and (7) we get  

x = 
𝒂𝒑

𝒂𝟐+𝒃𝟐+𝒄𝟐,     y =
𝒃𝒑

𝒂𝟐+𝒃𝟐+𝒄𝟐 ,    z = 
𝒄𝒑

𝒂𝟐+𝒃𝟐+𝒄𝟐 

x = 
𝟐𝟒

𝟑
 = 8, y = 8, z=8 

3. Find the maximum or minimum value of x2y2z2 subject to the 

condition  x2+y2+z2 = a 2   [ 2016]. 

Soln.: Let u = x2y2z2 

          And given condition ∅ :  x2+y2+z2=a2  i.e x2+y2+z2-a2= 0  ----------(1) 

Consider 

 du+𝜇 d∅ =0, where 𝜇 is constant 

i.e 2x y2z2 dx + 2x2yz2 dy + 2x2y2z dz + 𝜇 (2x dx + 2y dy + 2zdz) =0 

2x (y2z2 + 𝜇 )dx + 2y(x2z2 + 𝜇) dy + 2z(x2y2+ 𝜇) dz = 0 

This is true for all values o 𝜇, only when  

                        y2z2 + 𝜇 = 0--------------------------(2) 

                        x2z2 + 𝜇 = 0--------------------------(3) 
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                        x2y2 + 𝜇 = 0--------------------------(4) 

Multiplying (2), (3), and (4) resply. by x2, y2, z2  and adding them we 

get 

     x2 y2z2 + x2 y2z2 + x2 y2z2     +  𝜇 (x2+y2+z2) =0 

     i.e 3 x2 y2z2     +     𝜇  a2    =0   from (1)  

           3u + a2𝜇      = 0 

 𝜇  = -   
𝟑𝒖

𝒂𝟐    -----------------(5) 

Again from (2), (3) and (4)  

We get   
 𝜇

𝒙𝟐𝒚𝟐 = -1 => 𝜇  = - 𝒙𝟐𝒚𝟐  

Similarly  𝜇  = - 𝒛𝟐𝒚𝟐 and 𝜇  =  −𝒙𝟐𝒛𝟐  

    𝒙𝟐𝒚𝟐 = 𝒛𝟐𝒚𝟐= 𝒛𝟐𝒙𝟐 

 𝒙𝟐 = 𝒚𝟐= 𝒛𝟐 
From (1) we get 3𝒙𝟐 = a2 

 x = 
𝑎

√3
 

 y = 
𝑎

√3
   and z = 

𝑎

√3
 

Hence minimum or maximum value of  is = 𝒙𝟐𝒚𝟐𝒛𝟐 = 
𝒂𝟔

𝟐𝟕
 

[ for example: If a = 3 then a2 = 9,  we have to find three numbers 

x,y,z so that 𝒙𝟐+ 𝒚𝟐+ 𝒛𝟐 = 9 and 𝒙𝟐𝒚𝟐𝒛𝟐 is extrem. Then three 

numbers are √𝟑, √𝟑, √𝟑, so that 𝒙𝟐+ 𝒚𝟐+ 𝒛𝟐 = 9 and𝒙𝟐𝒚𝟐𝒛𝟐 =27 

Suppose, if numbers are √𝟐,  √𝟑, and 𝟐 so that 𝒙𝟐+ 𝒚𝟐+ 𝒛𝟐 = 9 and  

𝒙𝟐𝒚𝟐𝒛𝟐 =24 which is less than 27, in this way 27 is maximum value] 
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4. If u = a3x2 + b3y2 + c3z2   where 
𝟏

𝒙
 + 

𝟏

𝒚
 + 

𝟏

𝒛
  =1  then show that the stationary 

points of u are given by ax = by = cz = (a+b+c) 

Soln.: Let u = a3x2 + b3y2 + c3z2   ------------------------(1) 

And let    g = 
1

𝑥
 + 

1

𝑦
 + 

1

𝑧
  -1 = 0  ---------------------------(2)  

For stationary values of u we have du +k dg = 0 where k is constant. 

i.e  2x a3dx + 3y b3dy + 2zc3dz + k ( -  
1

𝑥2
 dx  +  ( -  

1

𝑦2
 )dy + ( -  

1

𝑧2
 dz) = 0 

     (2x a3 - 
𝑘

𝑥2
)dx + (2y b3 - 

𝑘

𝑦2
 )dy + (2zc3 -   

𝑘

𝑧2
 )dz = 0 

It  is true for all values of k, if  

2x a3 - 
𝑘

𝑥2
 =  0 --------------------------------------------(3) 

2y b3 - 
𝑘

𝑦2
 = 0 -------------------------------------------(4) 

2zc3 -   
𝑘

𝑧2
 = 0--------------------------------------------(5) 

From (3) 
𝑘

𝑥2
  = 2x a3   ∴ k = 2 x3 a3   and from (4)  and (5) k =2 y3 b3  = 2 z3 c3   

  x3 a3   = y3 b3  = z3 c3  = 
𝑘

2
  

 ax = by = cz-------------------------(6) 

 i. e z = 
𝑎

𝑐
 x    and y =

𝑎

𝑏
 x     

Then (2) becomes,  
1

𝑥
 + 

𝑏

𝑎𝑥
 + 

𝑐

𝑎𝑥
 = 1 

i.e 
𝑎+𝑏+𝑐

𝑎𝑥
 = 1 

=> ax = a+b+c = ∑ 𝑎 

∴  From (6) ax= by = cz = ∑ 𝑎 

Thus the stationary points of u are given by ax = by = cz = (a+b+c) and 

stationary value is u = a3 ∑ 𝑎

𝒂
  + b3 ∑ 𝑎

𝒃
 +a3 ∑ 𝑎

𝒄
  = (a2+ b2+c2)∑ 𝑎 = ∑ 𝑎2 ∑ 𝑎 

5. Find the maximum value product of three positive numbers whose  sum is 

24 [2019] 

Soln: Let the three positive numbers be  x, y, z  so that u = xyz-----------------(1) 

and x+y+z =24  i.e ∅ = x+y+z-24=0-----------------------------------------------------(2) 
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For maximum or minimum value we have  

                                          du+𝜇d∅ = 0 

i.e (yz+𝜇)dx+ (zx+𝜇 )dy + (xy+ 𝜇) dz=0 

                    =>  yz + 𝜇 = 0-----------------------------------------------------------------(3) 

                                zx + 𝜇 = 0----------------------------------------------------------------(4) 

                                x𝑦 + 𝜇 = 0--------------------------------------------------------------(5) 

From (3), (4), (5) we get  𝜇 = - yz=  - zx = -xy 

                                      i.e xy = yz = zx 

                                      => x = y = z  

From (2) we get 3x= 24 => x = 8 

                                     ∴ y = z = 8 

                               =>  x = y = z = 8 

Thus maximum value is u = xyz = 512 

And numbers are 8, 8, 8 

6. Find the extreme values of xyz subject to the condition 
𝒙𝟐

𝒂𝟐
 + 

𝒚𝟐

𝒃𝟐
 +

𝒛𝟐

𝒄𝟐
 = 1 

Soln.: Let  u = xyz---------------------------(1) 

And g = 
𝑥2

𝑎2
 + 

𝑦2

𝑏2
 +

𝑧2

𝑐2
 – 1 =0-------------------(2) 

Then du = yz dx + xz dy + xy dz 

And   dg = 
2𝑥

𝑎2
 dx + 

2𝑦

𝑏2
 dy + 

2𝑧

𝑐2
 dz =0 

For extreme values we have du + k dg = 0 for arbitrary constant k. 

i.e yz dx + xz dy + xy dz + k(
2𝑥

𝑎2
 dx + 

2𝑦

𝑏2
 dy + 

2𝑧

𝑐2
 dz) =0 

i.e (yz + k
2𝑥

𝑎2
)dx +( xz + K 

2𝑦

𝑏2
 )dy  + (xy +k 

2𝑧

𝑐2
)dz = 0----------------(3) 

This is true for all k if  

(yz + k
2𝑥

𝑎2
) = 0--------------------------------------------------------(4) 

( xz + K 
2𝑦

𝑏2
 )=0-------------------------------------------------------(5) 
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(xy +k 
2𝑧

𝑐2
) = 0--------------------------------------------------------(6) 

From (4)  k
2𝑥

𝑎2
 = -yz  =>  k = -  

𝑎2

2𝑥
  yz   

From (5) and (6) also we get  K = -  
𝑏2

2𝑦
  zx   and k = -  

𝑐2

2𝑧
  xy 

These implies k = -  
𝑎2

2𝑥
  yz  = -  

𝑏2

2𝑦
  zx   = -  

𝑐2

2𝑧
  xy 

i.e   
𝑎2

𝑥
  yz  = 

𝑏2

𝑦
  zx   =  

𝑐2

𝑧
  xy 

i.e 
𝑥

𝑎2𝑦𝑧 
 = 

𝑦

𝑏2𝑥𝑧
 = 

𝑧

𝑐2𝑥𝑦
                                                    Bc’z   𝑃 = 𝑄 = 𝑅 => 

1

𝑃
 = 

1

𝑄
 = 

1

𝑅
 

Multiplying throughout by xyz we get 

𝑥2

𝑎2 
 = 

𝑦2

𝑏2
 = 

𝑧2

𝑐2
  

 
𝑧2

𝑐2
 = 

𝑥2

𝑎2 
   and 

𝑦2

𝑏2
 = 

𝑥2

𝑎2 
   --------------------(7)  

𝑆𝑢𝑏𝑠𝑡𝑖𝑡𝑢𝑡𝑒 𝑖𝑛 (2)𝑤𝑒 𝑔𝑒𝑡 

3 
𝑥2

𝑎2 
 = 1 

 x = 
𝑎

√3 
  

By using (7) we get y = 
𝑏

√3 
   and z= 

𝑐

√3 
 

Therefore extreme value of u = xyz = 
𝑎𝑏𝑐

3√3 
  and extrmemum point is 

(
𝑎

√3 
,

𝑏

√3 
,

𝑐

√3 
) 

Same example is asked in other way as below 

7. Prove that the volume of largest cubid that can be inscribed in the 

ellipsoid 
𝒙𝟐

𝒂𝟐 + 
𝒚𝟐

𝒃𝟐 +
𝒛𝟐

𝒄𝟐 – 1 =0. 
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Proof:  See in this example ellipsoid is fixed, surface area of ellipsoid 

is fixed, inside that ellipsoid we have to construct cubide with 

maximum volume. 

 
 

 

 
 

Among these cuboids inscribed in ellipsoid, one cuboid is having maximum 

volume, what are its length, breadth and width, that we have to find by 

LMUDM. 

                   Let  u = xyz (Volume of cuboide)-----------------------------------(1) 

And x, y, z are connected by ellipsoid 
𝒙𝟐

𝒂𝟐
 + 

𝒚𝟐

𝒃𝟐
 +

𝒛𝟐

𝒄𝟐
 – 1 =0. 

                  i.e ∅   =  
𝒙𝟐

𝒂𝟐
 + 

𝒚𝟐

𝒃𝟐
 +

𝒛𝟐

𝒄𝟐
 – 1 =0------------------------------------------(2) 

Proceed as in above example. 
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Home work examples 

8. Find the maximum or minimum value of x2y2z2 subject to the 

condition  x2+y2+z2 = 1    

9. Find the maximum or minimum value of u =x2+y2+z2 subject to the 

condition  x+y+z=3a   [ 2018]. 

10. Find the extreme value of u =x2+y2+z2 subject to the condition  

x+3y-2z=4. 

11. Find the maximum value of  u = (x+1)(y+1)(z+1) subject to the 

condition ax bycz = A.  

12. Prove that cuboide of max. valome that can be inscribed in a  

sphere is cube. 

(ii) Lagrange’s Method of undetermined Multipliers when variables x, y, z 

are connected by two equations.   

Theorem: Explain the method of Lagrange’s method of undetermined multipliers 

to find optimum value of  f(x, y, z) where variables are connected by the relation 

𝑔(𝑥, 𝑦, 𝑧) =0  and h(x, y, z) =0  [2015, 2017, 2019] 

Explanation: Let u = f(x, y, z) ----------(1) be a function of three variables x, y, z. 

These variables x, y, z are connected by the equation 

 𝑔(𝑥, 𝑦, 𝑧) =0--------------------------------------------(2) 

  h(x, y, z) = 0------------------------------------------(3) 

For maximum or minimum value of u we have du =0 

I.e
𝜕𝑢

𝜕𝑥
 dx + 

𝜕𝑢

𝜕𝑦
 dy+ 

𝜕𝑢

𝜕𝑧
dz =0 ---------------------(2)  

Also from equation (1) 

 d𝑔 = 
𝜕𝑔

𝜕𝑥
 dx + 

𝜕𝑔

𝜕𝑦
 dy+ 

𝜕𝑔

𝜕𝑧
dz =0-------------------(3) 
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dℎ = 
𝜕ℎ

𝜕𝑥
 dx + 

𝜕ℎ

𝜕𝑦
 dy+ 

𝜕ℎ

𝜕𝑧
dz =0-------------------(4) 

Multiplying equation (2), (3) and (4) by 1 ,𝜇 and 𝜆 adding them, where 

𝜆, 𝜇 are constants , we get  

(
𝜕𝑢

𝜕𝑥
 dx + 

𝜕𝑢

𝜕𝑦
 dy+ 

𝜕𝑢

𝜕𝑧
dz) +𝜇 (

𝜕𝑔

𝜕𝑥
 dx+ 

𝜕𝑔

𝜕𝑦
 dy+ 

𝜕𝑔

𝜕𝑧
dz)+𝜆( 

𝜕ℎ

𝜕𝑥
 dx + 

𝜕ℎ

𝜕𝑦
 dy+ 

𝜕ℎ

𝜕𝑧
dz ) =0 

(
𝜕𝑢

𝜕𝑥
 + 𝜇

𝜕𝑔

𝜕𝑥
+ 𝜆

𝜕ℎ

𝜕𝑥
) dx+(

𝜕𝑢

𝜕𝑦
 +𝜇

𝜕𝑔

𝜕𝑦
+ 𝜆

𝜕ℎ

𝜕𝑦
)dy + (

𝜕𝑢

𝜕𝑧
+ 𝜇

𝜕𝑔

𝜕𝑧
+ 𝜆

𝜕ℎ

𝜕𝑧
)dz =0--(5) 

Since  𝜆  𝑎𝑛𝑑 𝜇 is arbitrary constants, i.e for all values of 𝜆 𝑎𝑛𝑑  𝜇, (4) is 

true only when 

𝜕𝑢

𝜕𝑥
 + 𝜇

𝜕𝑔

𝜕𝑥
+ 𝜆

𝜕ℎ

𝜕𝑥
= 0 

                                              
𝜕𝑢

 𝜕𝑦
 +𝜇

𝜕𝑔 

𝜕𝑦
+ 𝜆

𝜕ℎ

𝜕𝑦
 = 0               -  -----------------(5) 

𝜕𝑢

𝜕𝑧
+ 𝜇

𝜕𝑔

𝜕𝑧
 + 𝜆

𝜕ℎ

𝜕𝑧
= 0 

Using (2) , (3) and (5), we can determine the values 𝜇, 𝜆, x, y and z for 

which u is maximum or minimum. 

Hence the explanation. 

Examples:  

1. Find the extreme values of x2+y2+z2 subject to the conditions 

ax+by+cz=1 and al x + b1y +cl z =1. 

Soln.: Let u = x2+y2+z2  -------------------------------(1) 

          Conditions 
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        g = ax+by+cz-1 =0-------------------------------(2) 

&    h = al x + b1y +cl z -1 =0-----------------------(3) 

For extreme values we have  

        du +k1dg + k2dh = 0 

i.e 2x dx + 2y dy +2z dz+k1(a dx +b dy + c dz) + k2(aldx +bldy + cldz)=0 

     i.e (2x+ k1a+ k2a
l)dx + (2y+ k1b+ k2b

l)dy + (2z+ k1c+ k2c
l)dz = 0 

=> 2x+ k1a+ k2a
l = 0---------------------------------(4) 

      2y+ k1b+ k2b
l = 0 -------------------------------(5) 

      2z+ k1c+ k2c
l  = 0--------------------------------(6) 

            x(4) + y(5) + z(6) gives 

     2(x2+y2+z2) + k1 (ax+by+cz) + k2 (al x + b1y +cl z) = 0 

      i.e 2u + k1 (1) + k1 (1) = 0   from (1), (2), (3) 

         i.e 2u + k1  + k1  = 0   ----------------------------(7) 

Next,    a(4) + b(5) + c(6) gives 

       2(ax+by+cz) + k1(a2+b2+c2) + k2 (aal  + bb1 +ccl ) = 0 

           i.e 2 + k1 ∑ 𝒂𝟐+ k2∑ 𝒂𝒂𝐥 = 0 -----------------(8) 

Similarly al (4) + b1 (5) + c1 (6) gives 

               2 + k1 ∑ 𝒂𝒂𝐥+ k2∑  (𝒂𝐥)𝟐 = 0 --------------(9) 

Eliminating k1 , k2 from (7),  (8) and (9) we get (using determinant) 

               |

𝟐𝒖 𝟏 𝟏
𝟐 ∑ 𝒂𝟐 ∑ 𝒂𝒂𝐥

𝟐 ∑ 𝒂𝒂𝐥 ∑  (𝒂𝐥)𝟐
| = 0 
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i.e           |

𝒖 𝟏 𝟏
𝟏 ∑ 𝒂𝟐 ∑ 𝒂𝒂𝐥

𝟏 ∑ 𝒂𝒂𝐥 ∑  (𝒂𝐥)𝟐
| = 0 

which gives extreme value of u. 

1. Find the max. or min. values of x2+y2+z2 subject to the conditions 

ax2+by2+cz2 =1  and lx + my + n z = 0. 

Soln.: Let u = x2+y2+z2  -------------------------------(1) 

          Conditions 

        g = ax2+by2+cz2 -1 = 0---------------------------(2) 

&     h = lx + my + n z =  0----------------------------(3) 

For max. or min. values we have  

        du +k1dg + k2dh = 0 

i.e 2x dx + 2y dy +2z dz+k1(2axdx +2bydy +2czdz) + k2(ldx +mdy + ndz)=0 

 i.e (2x+ 2k1 ax+ k2l)dx + (2y+ 2k1by+ k2m)dy + (2z+ 2k1cz+ k2n)dz = 0 

=> 2x+ 2k1 ax+ k2l = 0---------------------------------(4) 

     2y+ 2k1by+ k2m = 0 -------------------------------(5) 

     2z+ 2k1cz+ k2n = 0--------------------------------(6) 

            x(4) + y(5) + z(6) gives 

     2(x2+y2+z2) + 2k1 (ax+by+cz) + k2 (l x + my +n z) = 0 

      i.e 2u + 2k1 (1) + k1 (0) = 0   from (1), (2), (3) 

        i.e 2u + 2k1  = 0   ----------------------------(7) 

             => k1 = -u 

Substitute  k1 = -u in (4) we get  
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 2x(1+(-u)a) + k2l = 0 

i.e 2x (1-au) = - k2l  

=>  x = - 
𝒌𝟐𝒍

𝟏−𝒂𝒖
 =  

𝒌𝟐𝒍

𝒂𝒖−𝟏
 

Similarly y =  
𝒌𝟐𝒎

𝒃𝒖−𝟏
   and z =  

𝒌𝟐𝒏

𝒄𝒖−𝟏
 

Substitute these values in (3) we get 

l (
𝒌𝟐𝒍

𝒂𝒖−𝟏
) + m (

𝒌𝟐𝒎

𝒃𝒖−𝟏
 ) + n(  

𝒌𝟐𝒏

𝒄𝒖−𝟏
) = 0 

 (
𝒍𝟐

𝒂𝒖−𝟏
) +  (

𝒎𝟐

𝒃𝒖−𝟏
 ) + (  

𝒏𝟐

𝒄𝒖−𝟏
) = 0 

Which gives max. or min. value of u. 

 

Excersice on Extreme Values and Lagrange’s Undetermined 

Multipliers  

1. Define maxima and minima of function of two variables (2015, 

2017, 2019). 

2. Find necessary condition for a function to have an extreme values. 

(2017, 201 9)  

3. State sufficient condition for extreme values for functions of two 

variables. (2018) 

4. Show that f(x,y) = x3 + y3 - 3xy +1 is minimum at (1, 1).          

(2018) 

(Same as example solved example (2)) 

5. Find max. and min. values of f(x, y) = x3 +  3x2y – 3x2 -3y2 +7. 

6. Find max. and min. values of f(x, y) = 2x4 + y4 – 2x2 -2y2 . 

7. Find max. and min. values of f(x, y) = x3 – y3 +( x2 +y2) – 9x. 

8. Find the maximum or minimum value of x2y2z2 subject to the 

condition  x2+y2+z2 = 1    
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9. Find the maximum or minimum value of u =x2+y2+z2 subject to the 

condition  x+y+z=3a   [ 2018]. 

10. Find the extreme value of u =x2+y2+z2 subject to the condition  

x+3y-2z=4. 

11. Find the maximum value of  u = (x+1)(y+1)(z+1) subject to the 

condition ax bycz = A.  

12. Prove that cuboide of max. valome that can be inscribed in a  

sphere is cube. 

 

********************************************************** 
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 Paper I: Vector Calculus and Infinite Series 

Unit I : Vector Calculus I 

EXAMPLES:  

1. If �⃗⃗� (𝒕) = (t+1) �̂� + (t2+t+1) 𝒋̂ +(t3+ t2+t+1) �̂� then find |
𝒅�⃗⃗� 

𝒅𝒕
| and |

𝒅𝟐�⃗⃗� 

𝒅𝒕𝟐
|. 

Soln.: Now 𝑆 (𝑡) = (t+1)𝑖̂ + (t2+t+1) 𝑗̂ +(t3+ t2+t+1) �̂� is vector fn. of t. 

∴ 
𝒅�⃗⃗� 

𝒅𝒕
 = 𝑖̂ + (2t+1) 𝑗̂ +(3 t2+2t+1) �̂� 

And 
𝒅𝟐�⃗⃗� 

𝒅𝒕𝟐
= 2 𝑗 ̂+(6t+2) �̂� 

 ∴  |
𝒅�⃗⃗� 

𝒅𝒕
|  = √𝟏 + (2t + 1)𝟐 + (𝟑𝒕𝟐 + 𝟐𝒕 + 𝟏)𝟐  

              = √𝟏 + 4t𝟐 + 𝟒𝒕 + 𝟏 + 𝟗𝒕𝟒 + 𝟒𝒕𝟐 + 𝟏 + 𝟏𝟐𝒕𝟑 + 𝟒𝒕 + 𝟔𝒕𝟐 

             = √𝟗𝒕𝟒+𝟏𝟐𝒕𝟑 + 14t𝟐 + 𝟖𝒕 + 𝟑 

And |
𝒅𝟐�⃗⃗� 

𝒅𝒕𝟐
| = √𝟒 + (6t + 2)𝟐 =  √𝟒 + 4(3t + 1)𝟐 = 2√𝟏 + (3t + 1)𝟐 

2. If �⃗�  (t)= t2�̂� + sint 𝒋̂ +( 1-t) �̂� then find |
𝒅�⃗� 

𝒅𝒕
| and |

𝒅𝟐�⃗� 

𝒅𝒕𝟐
|. 

Soln. Now 𝑟 (t) = t2𝑖̂ + sint 𝑗 ̂+( 1-t) �̂� 

∴ 
𝒅�⃗� 

𝒅𝒕
 =2t 𝑖̂ + cost 𝑗 ̂- �̂�  => |

𝒅�⃗� 

𝒅𝒕
|  = √𝟒𝒕𝟐 + 𝒄𝒐𝒔𝟐𝒕 + 𝟏 

And 
𝒅𝟐�⃗� 

𝒅𝒕𝟐
 = 2 𝑖̂ - sint 𝑗 ̂ => |

𝒅𝟐�⃗� 

𝒅𝒕𝟐
| = √𝟒 + sin𝟐𝒕 
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3. If �⃗�  (t)= e𝒏𝒕�⃗⃗�  + e−𝒏𝒕�⃗⃗�    where �⃗⃗�  𝒂𝒏𝒅 �⃗⃗�  are constant vectors then 

prove that 
𝒅𝟐�⃗� 

𝒅𝒕𝟐
 - n2  �⃗�  = 0. 

Proof: Now �⃗�  = e𝒏𝒕�⃗⃗�  + e−𝒏𝒕�⃗⃗�     

∴ 
𝒅�⃗� 

𝒅𝒕
 = n e𝒏𝒕�⃗⃗�  -n e−𝒏𝒕�⃗⃗�    = n (e𝒏𝒕�⃗⃗�  - e−𝒏𝒕�⃗⃗� ) 

And 
𝒅𝟐�⃗� 

𝒅𝒕𝟐
 = n (n e𝒏𝒕�⃗⃗�  +n e−𝒏𝒕�⃗⃗�  )  

               = n2(e𝒏𝒕�⃗⃗�  + e−𝒏𝒕�⃗⃗�  ) 

               = n2�⃗�  

 
𝒅𝟐�⃗� 

𝒅𝒕𝟐
 - n2  �⃗�  = 0. 

4. If �⃗�  (t)= (1-cost)�̂� + (t-sint) 𝒋̂ then find �⃗�  . 
𝒅�⃗� 

𝒅𝒕
. 

Soln.: Now �⃗�  (t)= (1-cost)�̂� + (t-sint) 𝒋̂ 

∴ 
𝒅�⃗� 

𝒅𝒕
 = sint �̂� + (1-cost) 𝒋̂ 

Therefore �⃗�  . 
𝒅�⃗� 

𝒅𝒕
 = (1-cost) sint + (t-sint) (1-cost) 

                             = (1-cost)[sint + t –sint] 

               �⃗�  . 
𝒅�⃗� 

𝒅𝒕
    = t (1 –cost). 

5. If �⃗�  (t)= cosnt �̂� + sin nt 𝒋̂ ,  n is constant then prove that  �⃗�  x 
𝒅�⃗� 

𝒅𝒕
=n �̂�. 

Soln.: Now �⃗�  (t)= cosnt �̂� + sin nt 𝒋̂  

Then 
𝒅�⃗� 

𝒅𝒕
 = - nsinnt �̂� + ncosnt 𝒋 ̂
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We have 

 �⃗�  x  
𝒅�⃗� 

𝒅𝒕
 = |

 �̂�  𝒋̂  �̂�
𝒄𝒐𝒔𝒏𝒕 𝒔𝒊𝒏𝒏𝒕 𝟎

−𝒏𝒔𝒊𝒏𝒏𝒕 𝒏𝒄𝒐𝒔𝒏𝒕 𝟎

| 

             = �̂�(0) - 𝒋̂( 0) +�̂� (n cos2nt+ n sin2nt) 

             = �̂� n = n�̂�  

Hence  �⃗�  x  
𝒅�⃗� 

𝒅𝒕
 = n�̂�. 

6. If �⃗�  (t)= cost �̂� + sint 𝒋̂ +t tan𝜶�̂�   then find 
𝒅�⃗⃗� 

𝒅𝒕
 x 

𝒅𝟐�⃗� 

𝒅𝒕𝟐
. 

Soln.: Now 𝑠  (t)= cost 𝑖̂ + sint 𝑗̂ +t tan𝛼�̂�    

Then 
𝑑𝑆 

𝑑𝑡
 = -sint 𝑖̂ + cost 𝑗̂ + tan𝛼�̂�    

And 
𝑑2𝑆 

𝑑𝑡2  = -cost 𝑖̂  - sin𝑡 𝑗 ̂+ 0�̂�    

                = -cost 𝑖̂  - sin𝑡 𝑗 ̂ 

𝑑𝑆 

𝑑𝑡
 x  

𝑑2𝑆 

𝑑𝑡2 = |
 𝑖̂  𝑗̂  �̂�

−𝑠𝑖𝑛𝑡 𝑐𝑜𝑠𝑡 𝑡𝑎𝑛𝛼
−𝑐𝑜𝑠𝑡 𝑠𝑖𝑛𝑡 0

| 

                   =  𝑖 ̂(0 + 𝑡𝑎𝑛𝛼 sint) -  𝑗̂(0 + 𝑡𝑎𝑛𝛼 cost)+ �̂�(- sin2t + cos2t) 

                   = 𝑡𝑎𝑛𝛼(𝑖̂ sint -  𝑗̂ cost)+ �̂� cos2t. 

Thus  
𝒅�⃗⃗� 

𝒅𝒕
 x  

𝒅𝟐�⃗⃗� 

𝒅𝒕𝟐
 = 𝒕𝒂𝒏𝜶(�̂� sint -  𝒋̂ cost)+ �̂� cos2t. 

7. If �⃗�  (t)= 𝒄𝒐𝒔𝔀𝒕 �⃗⃗�  + 𝒔𝒊𝒏𝔀𝒕 �⃗⃗�  ,  where �⃗⃗�  𝒂𝒏𝒅 �⃗⃗�  are constant vectors 

and 𝔀 is scalar then prove that  
𝒅𝟐�⃗� 

𝒅𝒕𝟐
 + 𝔀2�⃗� = 0 and 

 �⃗�  x 
𝒅�⃗� 

𝒅𝒕
 =𝔀 (�⃗⃗�  ×  �⃗⃗� ). 
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𝑺𝒐𝒍𝒏.:   Now 𝑟  (t)= 𝑐𝑜𝑠𝓌𝑡 𝑎  + 𝑠𝑖𝑛𝓌𝑡 �⃗�  , where 𝑎  𝑎𝑛𝑑 �⃗�  are 

constant vectors and 𝓌 is scalar. 

Then 
𝒅�⃗� 

𝒅𝒕
  =−𝓌 𝑠𝑖𝑛𝓌𝑡 𝑎  +𝓌 𝑐𝑜𝑠𝓌𝑡  �⃗�  

(i) 
𝒅𝟐�⃗� 

𝒅𝒕𝟐
  = −𝓌2 𝑐𝑜𝑠𝓌𝑡 𝑎⃗⃗⃗   - 𝓌2sin𝓌𝑡 �⃗�   

                = −𝓌2 (𝑐𝑜𝑠𝓌𝑡 𝑎  + 𝑠𝑖𝑛𝓌𝑡 �⃗� ) 

          
𝒅𝟐�⃗� 

𝒅𝒕𝟐
      = −𝓌2𝑟  (t) 

                
𝒅𝟐�⃗� 

𝒅𝒕𝟐
   +  𝓌2𝑟  (t) = 0 

(ii) 𝑵ext, �⃗�  x 
𝒅�⃗� 

𝒅𝒕
  = (𝑐𝑜𝑠𝓌𝑡 𝑎  + 𝑠𝑖𝑛𝓌𝑡 �⃗� ) x(−𝓌 𝑠𝑖𝑛𝓌𝑡 𝑎  +𝓌 𝑐𝑜𝑠𝓌𝑡 �⃗�  ) 

=   −𝓌 𝑠𝑖𝑛𝓌𝑡 𝑐𝑜𝑠𝓌𝑡 ( 𝑎  x 𝑎 ) + 𝓌 𝑐𝑜𝑠𝓌2𝑡 ( 𝑎  x �⃗� )  

      −𝓌 𝑠𝑖𝑛𝓌2𝑡 ( �⃗�  x 𝑎 ) +  𝓌 𝑠𝑖𝑛𝓌𝑡 𝑐𝑜𝑠𝓌𝑡 ( �⃗�  x �⃗� ) 

= 0 + 𝓌 [𝑐𝑜𝑠𝓌2𝑡 ( 𝑎  x �⃗� ) + 𝑠𝑖𝑛𝓌2𝑡 ( 𝑎  x �⃗� )] + 0 

= 𝓌 ( 𝑎  x �⃗� ) 

         Thus �⃗�  x 
𝒅�⃗� 

𝒅𝒕
  = 𝓌 ( 𝑎  x �⃗� ) 

8. If �⃗⃗� (𝒕) = t2�̂� –t 𝒋̂ + 2t �̂�  and �⃗⃗� (𝒕) = (2t -3)�̂� + 𝒋̂ + t �̂�  then find  

 (i) 
𝒅

𝒅𝒕
 (�⃗⃗�  + 𝑩)⃗⃗ ⃗⃗    (ii) 

𝒅

𝒅𝒕
 (�⃗⃗�  x 

𝑑𝐴 

𝑑𝑡
).   

Soln.: Now 𝐴 (𝑡) = t2𝑖̂ –t 𝑗 ̂+ 2t �̂�  and �⃗� (𝑡) = (2t -3)𝑖̂ + 𝑗 ̂+ t �̂� 

Then (i) 
𝑑

𝑑𝑡
 (𝐴  + 𝐵)⃗⃗⃗⃗   = 

𝑑

𝑑𝑡
 [(t2 + 2t-3)𝑖̂ + (–t +1) 𝑗 ̂+ 3t �̂� ] 

                                   = (2t+2)𝑖̂  -  𝑗 ̂+ 3 �̂� 

(ii) 
𝑑𝐴 

𝑑𝑡
 = 2t 𝑖̂ –𝑗 ̂+ 2 �̂�   
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      𝐴  x 
𝑑𝐴 

𝑑𝑡
 = |

 𝑖̂  𝑗̂  �̂�

𝑡2 −𝑡 2𝑡
2𝑡 −1 2

| 

       = 𝑖̂(- 2t+ 2t) -  𝑗̂ (2 𝑡2 -  4 𝑡2) + �̂� (−𝑡2+ 2 𝑡2) 

       =  2 𝑡2𝑗 ̂+ 𝑡2�̂�  

       =  𝑡2(2 𝑗 ̂+ �̂�) 

9. If �⃗�  (t)= a cost �̂� + a sint 𝒋 ̂+t �̂�   then find  [�⃗�   
𝒅�⃗� 

𝒅𝒕
  
𝒅𝟐�⃗� 

𝒅𝒕𝟐
]. 

Soln.: Now 𝑟  (t)= a cost 𝑖̂ + a sint 𝑗̂ +t �̂�    

Then 
𝑑𝑟 

𝑑𝑡
 = - a sint 𝑖̂ + a cost 𝑗 ̂+ �̂�  

And   
𝑑2𝑟 

𝑑𝑡2 = - a cost 𝑖̂ - a sint 𝑗̂ 

We have [𝑟   
𝑑𝑟 

𝑑𝑡
  
𝑑2𝑟 

𝑑𝑡2] = 𝑟 .  
𝑑𝑟 

𝑑𝑡
 x 

𝑑2𝑟 

𝑑𝑡2 

                                     = |
 𝑎 𝑐𝑜𝑠𝑡 𝑎 𝑠𝑖𝑛𝑡  𝑡
−𝑎𝑠𝑖𝑛𝑡 𝑎 𝑐𝑜𝑠𝑡 1
−𝑎 𝑐𝑜𝑠𝑡 −𝑎 𝑠𝑖𝑛𝑡 0

| 

                                    = a2[cost(0+sint) –sint(0 + cost) +t(sin2t+cos2t)] 

   Thus [𝑟   
𝑑𝑟 

𝑑𝑡
  
𝑑2𝑟 

𝑑𝑡2] = a2t 

10.If  
𝒅�⃗⃗� 

𝒅𝒕
 = �⃗⃗⃗� x�⃗⃗�    and 

𝒅�⃗⃗� 

𝒅𝒕
 = �⃗⃗⃗� x𝒗 ⃗⃗  ⃗ then show that  

𝒅

𝒅𝒕
 (�⃗⃗� x𝒗 ⃗⃗  ⃗) = �⃗⃗⃗�  x (𝒖⃗⃗⃗⃗  ⃗x𝒗 ⃗⃗  ⃗). 

Proof: Now 
𝑑�⃗⃗� 

𝑑𝑡
 = �⃗⃗� x�⃗�    and 

𝑑�⃗� 

𝑑𝑡
 = �⃗⃗� x𝑣 ⃗⃗⃗   

∴  
𝑑

𝑑𝑡
 (�⃗� x𝑣 ⃗⃗⃗  ) = �⃗� x 

𝑑𝑣 ⃗⃗  ⃗

𝑑𝑡
  + 

𝑑�⃗⃗� 

𝑑𝑡
 x 𝑣 ⃗⃗⃗    = �⃗�  x (�⃗⃗� x𝑣 ⃗⃗⃗  ) + (�⃗⃗� x�⃗� )x 𝑣 ⃗⃗⃗   

   i.e 
𝑑

𝑑𝑡
 (�⃗� x𝑣 ⃗⃗⃗  )   = 0 +(�⃗⃗�  x 𝑢⃗⃗⃗  ) x 𝑣 ⃗⃗⃗    = �⃗⃗�  x (𝑢⃗⃗⃗⃗  ⃗x𝑣 ⃗⃗⃗  ). 
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11. If �⃗�  (t)= 𝒔𝒊𝒏𝒉𝝁𝒕 �⃗⃗�  +  𝒄𝒐𝒔𝒉𝝁𝒕 �⃗⃗�  ,  where �⃗⃗�  𝒂𝒏𝒅 �⃗⃗�  are constant 

vectors and 𝝁 is scalar then prove that  
𝒅𝟐�⃗� 

𝒅𝒕𝟐
 -  𝝁2�⃗� = 0. 

Soln.: 𝑺𝒐𝒍𝒏.:   Now 𝑟  (t)= 𝑠𝑖𝑛ℎ𝜇𝑡 𝑎  +  𝑐𝑜𝑠ℎ𝜇𝑡 �⃗�   , where 𝑎  𝑎𝑛𝑑 �⃗�  are 

constant vectors and 𝜇 is scalar. 

Then 
𝑑𝑟 

𝑑𝑡
  =𝜇𝑐𝑜𝑠ℎ𝜇𝑡 𝑎  +𝜇 𝑠𝑖𝑛ℎ𝜇𝑡  �⃗�  

𝑑2𝑟 

𝑑𝑡2  = 𝜇2 𝑠𝑖𝑛ℎ𝜇𝑡 𝑎⃗⃗⃗   + 𝜇2𝑐𝑜𝑠ℎ𝜇 �⃗�   

                = 𝜇2 (𝑠𝑖𝑛ℎ𝜇𝑡 𝑎  +  𝑐𝑜𝑠ℎ𝜇𝑡 �⃗� ) 

          
𝑑2𝑟 

𝑑𝑡2      = 𝜇2𝑟   

                
𝑑2𝑟 

𝑑𝑡2   -𝜇2  𝑟  = 0. 

Home work Examples: 

1.  If 𝑎  (t)= 5t2 𝑖̂ + t 𝑗 ̂+t3 �̂�  and  �⃗�  (t)= sint 𝑖̂ - cost 𝑗̂ then find 

(i) 
𝑑

𝑑𝑡
(𝑎 . �⃗� )   and (ii) 

𝑑

𝑑𝑡
(𝑎  x �⃗� ) . 

2. If 𝐴 (𝑡) = t2𝑖̂ –t 𝑗 ̂+ (2t+1) �̂�  and �⃗� (𝑡) = (2t -3)𝑖̂ + 𝑗 ̂+ t �̂�  then find  

      (i) 
𝑑

𝑑𝑡
 (𝐴  . 𝐵)⃗⃗⃗⃗   (ii) 

𝑑

𝑑𝑡
 (𝐴  x 

𝑑�⃗� 

𝑑𝑡
) at  t =1. 

3. If ∅(t) = 3t2- 5t+1 and 𝑓 (𝑡)= (2t -3)𝑖̂ + 𝑡 𝑗 ̂+ 2t �̂�  then find  

          
𝑑

𝑑𝑡
(∅(t) 𝑓 (𝑡)). 

4. If 𝑎  (t)= t2 𝑖̂ + 2t 𝑗 ̂+ �̂�  and  �⃗�  (t)= 𝑖̂ – t 𝑗̂ +�̂� and 𝑐  (t)= 2t𝑖̂ – t𝑗 ̂+ 2�̂�    

then find(i) 
𝑑

𝑑𝑡
(𝑎 . (𝑏⃗⃗  ⃗x 𝑐  ))  and (ii) 

𝑑

𝑑𝑡
(𝑎  x (�⃗� x 𝑐 )) . 
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Department of Mathematics 

B.Sc. VI Sem., Paper II: Complex Analysis and Ring Theory 

Introduction:  

Complex analysis, traditionally known as the theory of functions of a complex 

variable, is the branch of mathematical analysis that investigates functions of complex 

numbers. This course provides an introduction to complex analysis which is the theory 

of complex functions of a complex variable. We will start by introducing the complex 

plane, along with the algebra and geometry of complex numbers, and then we will make 

our way via differentiation, integration, power series representation, Taylor’s   and 

Laurent series. 

In previous classes we studied analysis w.r.t real variable x, in this paper we are 

studying  the analysis i.e limits, continuity, differentiability , integration w.r.t complex 

variable z. 

Applications of Complex Analysis:  

It is useful in many branches of mathematics, including algebraic geometry, number 

theory, analytic combinatorics, applied mathematics; as well as in Physics, including 

the branches of  hydrodynamics, thermodynamics, and particularly quantum mechanics. 

By extension, use of complex analysis also has applications in engineering fields such 

as nuclear, aerospace, mechanical and electrical engineering specially in signal 

processing. 

Bridge Course: 

Basics to study Complex analysis: 

Complex number:  

As we know the equation x2- 4 =0 has solution as x= 2 or -2 i.e in R but the equation 

x2+4 =0 is not having solution in R we come across new number i.e x= √−4  = 2√−1 = 

2i which is called imaginary or complex number. 

Thus any number in the form of x+iy where x and y are real is called  complex number 

and is  denoted by z. And set of complex numbers is denoted by C. 

Modulus of a complex no.: If z= x+iy then √𝑥2 + 𝑦2 is  called modulus of a complex 

number and is denoted by lzl.  
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∴   lzl = √𝑥2 + 𝑦2 

 And 𝑧̅ = x-iy  is called conjugate of the complex no. z so that z𝑧̅ = (x+iy)(x-iy) =  lzl2 

Geometrically every point (x,y) in the plane can be represented by complex number 

x+iy.  

i.e (x, y) = x+iy 

Algebra of Complex numbers: 

Addition, multiplication and division of z: 

Let z1=x1+iy1 and z2=x2+iy2 then we have  

z1  ±z2 =(x1+iy1) ± (x2+iy2)= (x1±x2 )+ i(y1±y2 ) . 

z1 z2 = (x1x2 – y1y2) + i (x1y2 + y1x2)  

𝒛𝟏

𝒛𝟐
 = 

𝐱𝟏+𝐢𝐲𝟏

𝐱𝟐+𝐢𝐲𝟐
 = 

𝐱𝟏+𝐢𝐲𝟏

𝐱𝟐+𝐢𝐲𝟐
 
𝐱𝟐−𝐢𝐲𝟐

𝐱𝟐−𝐢𝐲𝟐
 = 

(𝐱𝟏𝐱𝟐+𝐲𝟏𝐲𝟐)+𝐢(𝐲𝟏𝐱𝟐−𝐱𝟏𝐲𝟐)

𝒙𝟐
𝟐+𝒚𝟐

𝟐
  

                                             = 
(𝐱𝟏𝐱𝟐+𝐲𝟏𝐲𝟐)

𝒙𝟐
𝟐+𝒚𝟐

𝟐
+i

(𝐲𝟏𝐱𝟐−𝐱𝟏𝐲𝟐)

𝒙𝟐
𝟐+𝒚𝟐

𝟐
 

                                              = x+iy  

i.e addition (subtraction ) 0r multiplication or division of two complex nos. is again 

complex no.  

Also if z= x = (x, 0) then it is called purely real and if z = iy = (0,y) then it is called 

purely imaginary. 

0 = 0+i0 and 1= 1+i0 and hence every real no. is complex. 

 

Example: 1.If z1 =x1+iy1   and z2 =x2+iy2   then find |𝑧1 −  𝑧2|   

Soln.: Now z1 =x1+iy1   and z2 =x2+iy2   then 𝑧1 −  𝑧2 = (x1+iy1 )  - (x2+iy2 )   

                                                                                                                                      = (x1- x2   ) +i (y1 –y2) 

                                                                ∴ |𝑧1 −  𝑧2|  = √(x1 − x2 )
2 + (y1 − y2 )

2  

2. Modulus of  2x + 3y – 4i = |2x +  3y –  4i | = √(2x +  3y)2 + (−4)2  
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                                                                      = √4x2 + 9y2 + 12 𝑥𝑦 + 16 

Geometrical Representation of complex no.:  

Let P(x,y) be any pt. in the plane, draw PM perpendicular    to x-axis.  

      

 

Thus z =  r(cos𝜽+i sin𝜽) = r 𝐞𝒊𝜽 is called polar form of complex  number.  

Distance between points z1 and z2 : If z1 = x1+iy1 and z2 = x2+iy2  are  two  points 

then  z1-z2 = (x1–x2 )+i(y1-y2)             

                                        

 

                              

  i.e  l z1-z2 l = √(𝒙𝟏 − 𝒙𝟐)𝟐 + (𝒚𝟏 − 𝒚𝟐)𝟐, which is distance between to pts  (x1, y1)   

   and (x2, y2). 

Thus  l z1-z2l represent distance  between the points   z1 and z2 

 

 

 

Then x = r cos𝜽, y = r sin𝜽  

 ∴ z =  x+iy = r(cos𝜽+i sin𝜽) where  

r = √𝒙𝟐 + 𝒚𝟐 and 𝜽=tan-1(
𝒚

𝒙
) 

Here 𝜽 is called argument or amplitude 

of z. 

-𝝅 ≤ 𝜽 ≤ 𝝅 principle value of 𝜽. 

Thus z =  r(cos𝜽+i sin𝜽) = r 𝐞𝒊𝜽 is called 

polar form of complex  number   
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EQUATION OF A CIRCLE IN TERMS OF COMPLEX NUMBERS (VIP) 

 

 

 

 

Note: And equation of circle with centre at (0,0) and radius 1 is |𝒛 − (𝟎, 𝟎)|  =   1 

                                   i.e |𝒛| =   1  which is called unit circle 

 

 

 

Examples:  

1. Equation of circle with centre at  a(2,3)  and radius 4 is |𝑧 − 𝑎|  =   4 

i.e |𝑧 − (2,3)|  =   4  

or |𝑧 − (2 + 3𝑖)|  =   4 

or |𝑥 + 𝑖𝑦 − (2 + 3𝑖)|  =   4 

2. Equation of circle with centre at  (2,0)  and radius 1 is |𝑧 − 2|  =   1 

3. Equation of circle with centre at  (0,1)  and radius 5 is |𝑧 − (0 + 1𝑖|  =   5 

We all know that equation of circle with centre at 

C(h.K)  and radius as r is    (x-h)2 + (y-k)2 = r2 

Taking the root on both the sides we get 

√(𝑥 − ℎ)2+(𝑦 − 𝑘)2   = r 

|(𝑥 − ℎ) + 𝑖(𝑦 − 𝑘)|  =   r      b’cz |𝑎 + 𝑖𝑏| = √𝑎2+𝑏2 

i.e |(𝑥 + 𝑖𝑦) − (𝑦 + 𝑖𝑘))|  =   r 

i.e |𝑧 − 𝑐|  =   r 

 

 
    Thus equation of a circle with centre at a(h,k) and radius r is  |𝒛 − 𝒂|  =   r 

 

 

    Thus equation of a circle with centre at (0, 0)  and radius 1 is  |𝒛|  =   1 

Or   Equation of unit  circle is |𝒛|  =   1 

 

 

 



KLESociety’s G.I. Bagewadi College, Nipani 
 

5 
 

                    i.e |𝑧 − 𝑖|  =   5 

4. Equation of circle with centre at  (-2,1)  and radius 5 is |𝑧 − (−2 + 1𝑖|  =   5 

                    i.e |𝑧 + 2 − 𝑖|  =   5 

5. Equation of circle with centre at  a(-2,-3)  and radius 3/2 is |𝑧 − (−2 − 3𝑖|  =   3/2 

                    i.e |𝑧 + 2 + 3𝑖|  =   3/2 

6. Equation of circle with centre at  a(0,-5)  and radius 1 is ----------------- 

7. Equation of circle with centre at  4  and radius 5  is ----------------- 

8. Equation of circle with centre at  3i  and radius 3 is ----------------- 
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Unit I: Analytic Function 

Definitions: 

(i) Neighbourhood(nhd.) of a point z0:  

Let S be a subset of complex Plane C and z0 be a point in S then collection of all 

points z in S which are very close to z0 i.e |𝑧 − 𝑧0| < 𝛿 , is called nhd. of a point z0  

for a smallest positive real no. 𝛿.  And is also called 𝛿 nhd. of z0 or open disc or 

open sphere, denoted by  𝑁𝛿(𝑧0).  

Thus 𝑁𝛿(𝑧0) = { z ∈ 𝐶/ |𝑧 − 𝑧0| < 𝛿}  

 

 

Deleted nhd.: Deleted nhd. of z0 is  𝑁𝛿(𝑧0) - z0,  i.e collection of all points except z0 is 

called deleted nhd. of  z0.  

For example:  Coins, plane paper, etc. are nhd. where as CD, discus throw disc 

tennicoit ring, punctured ball are examples of  deleted nhds. 

 

  

 

And collection of all the elements z whose distance from z0 is less than or equal to 𝛿 is 

called closed nhd. denoted by 𝑁𝛿(𝑧0) ̅̅ ̅̅ ̅̅ ̅̅ ̅̅  = { z ∈ 𝐶/ |𝑧 − 𝑧0| ≤ 𝛿} 

Open nhd. Closed  nhd. 
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For example: If Niapni  is the centre place i.e like (a, b) and 𝛿 be distance 5 kms.  Then 

set of all villages which are within 5 kms is called nhd. of Nipani i.e they are neighbours 

of Nipani. i.e Lakanapur, Yamagarni, Chikli, Stavanidhi etc. are in nhd. of Nipani where 

as Galataga is not.  

Interior , exterior and boundary points: 

   

 A point z0 is said to be an interior                                              S 

point of a set S if the neighbourhood  

of  z0 is within S or completely contained in S 

OR  

Let S⊂ 𝐶 and a point z0∈S is called interior point of S if there exists a nhd. N𝜀(z0)  

such that N𝜀(z0) ⊂S(as shown in fig.) And set of interior points of S is called interior 

of  S. 

A point z0∈S is called an exterior point of S if any nhd. of z0   contains no points of 

S.  

OR  

Let S⊂ 𝑪 and a point z0∈S is called an exterior point of S if there exists a nhd. 

N𝜀(z0)  such that N𝜀(z0) ⊂Sl 

Points of S are called boundary points if they are neither interior nor exterior. 

 Open and closed subsets of complex plane: 

Definition: A set S of complex plane is said to be open set if it contains all its interior 

points and set of all interior and boundary points is called closed set. 

For example: A set S ={ z /  lz l < 1 } is an open set where as  𝑆̅ ={ z /  lz l ≤ 1 } is 

closed set. 

Connected Set: 

Definition: An open set is said to be connected if any two of its points can be joined by 

finite number of line segments then all of them lies in that set only. 

Z0 
𝜀 

N 𝜀(Z0) 
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Domain or region: 

Definition: A set S in  the complex plane which is open and connected is called region 

or domain in the complex plane i.e. part of complex plane. 

 

 

 

Continuous arc:  An arc z(t) = x(t) +iy(t)  for real no. t∈(a, b) is called continuous arc 

if x(t) and y(t) are continuous for all t.  

Simple or Jordan curve : A curve without multiple points ( point at which curve 

crosses itself once more than once) is called simple curve. 

For example: Parabola, ellipse, circle etc. are examples for simple curves  

Simple closed curve or Jordan closed curve:  

If the initial and terminating points of simple curve are coinciding then that curve is 

called simple closed or Jordan closed curve and usually denoted by C. 

For example:  

 

Jordan Curve theorem: A simple closed curve divides whole complex plane into two 

parts one is interior and another is exterior.  

 

 Not simple 

Exterior 
Interior 
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FUNCTION OF COMPLEX VARIABLE Z:  

Let S be a set of complex numbers then to each complex number Z of S there 

corresponds a unique complex number  w then w is called function of complex variable 

z and is denoted by w = f(z). 

i.e f : S → Z is defined f(z) = w 

i.e w = f(z) is called a function of complex variable z. 

For example: 1. w = z2   2. w = sinz   3. w = ez 

The function w = f(z) is said to be single valued if for given value of z there 

corresponds only one value of w otherwise it is called multi valued function. 

For example: w = z2, ez, cosz, ----are single valued functions where as √𝒛. , z1/3 are 

multi  valued functions.  

Complex function in  the form of real and imaginary parts 

Let w = f(z) = f(x+iy)  

                     = u(x,y) + iv(x,y)--- Cartesian form 

where u(x,y) and v(x,y) are real valued functions of x and y.  

For example: 1. Let w = f(z) = z2 = (x+iy)2 = (x2-y2) + i2xy 

                                                          = u(x,y) +iv(x,y) 

2. w = ez = e(x+iy) = e x eiy = ex(cosy + isiny) 

                                        = excosy + i exsiny  

                                        =  u(x,y) +iv(x,y) 

3. f(z) =sinz = sin(x+iy) = sinx cosiy + cosx siniy  
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                                      = sinx coshy + cosx (isinhy) 

                                      = sinx coshy + i cosx sinhy 

                                     =  u(x,y) +iv(x,y) 

4. f(z) = cosz (HW) 

5.  f(z) = logz = log(x+iy) = log(r ei) where r = √𝒙𝟐 + 𝒚𝟐 and  = tan-1(
𝒚

𝒙
) 

                                       = logr + log ei  = logr + i log e 

                                         = log √𝒙𝟐 + 𝒚𝟐  + i 

                          logz       = 
𝟏

𝟐
 log(𝒙𝟐 + 𝒚𝟐) + i tan-1(

𝒚

𝒙
) 

                                      =  u(x,y) +iv(x,y) 

6. Find real and imaginary parts of zez 

 Definition of  limit of f(z): 

A function w = f(z) is said to tends to a limit l as z→ z0 if for every 𝜖>0 however small 

there exists a positive real no. 𝛿  such that lf(z) – l l < 𝜖  for  

l z-z0l< 𝛿 . 

And is written as   lim
𝑧→𝑧0

𝑓(𝑧) = l   

Here whatever the path we choose from z to z0 but limit should be unique.  

* Definition of  continuity of f(z): 

A function w=f(z) is said to be continuous at z = z0     

if for every 𝜀>0 however small there exists a positive real no. 𝛿  such that lf(z) –f(z0) l < 

𝜀  for  l z-z0l< 𝛿 . 

And is written as   lim
z→ z0

𝑓(𝑧) = f(z0)  

* Definition of  differentiability of f(z): 

A function w=f(z) is said to be differentiable at z = z0  if lim
𝑧→𝑧0

𝑓(𝑧)−𝑓(𝑧0)

𝑧−𝑧0
 exists and 

unique and is denoted by fl(z0) or{
𝑑

𝑑𝑧
(f(z)}𝑧=𝑧0
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If z-z0= 𝛿z then we can also write   

fl(z) =  lim
𝑧→𝑧0

𝑓(𝑧+𝛿𝑧)−𝑓(𝑧)

𝛿𝑧
     

i.e for given 𝜀>0 however small there exists a positive real no.𝛿 such that |
𝑓(𝑧)−𝑓(𝑧0)

𝑧−𝑧0
−

𝑓′(𝑧0|<𝜀 

along the path whatever we choose. 

Note: A function w =f(z) is  continuous or  differentiable in the domain or region D 

if f(z) is  continuous or  differentiable at each point of the region D.   

Example:  Prove that differentiability of f(z) gives continuity. 

Proof: Let f(z) be differentiable at z0 then by the definition of differentiability  

fl(z0) =   lim
𝑧→𝑧0

𝑓(𝑧)−𝑓(𝑧0)

𝑧−𝑧0
  exists and unique. 

We shall write 𝑓(𝑧) − 𝑓(𝑧0) = 
𝑓(𝑧)−𝑓(𝑧0)

𝑧−𝑧0
 (z-z0) 

∴ lim
𝑧→𝑧0

 𝑓(𝑧) − 𝑓(𝑧0) = lim
𝑧→𝑧0

𝑓(𝑧)−𝑓(𝑧0)

𝑧−𝑧0
 ( z-z0) 

                                     = fl(z0) 0 =0 

i.e lim
𝑧→𝑧0

 𝑓(𝑧) = 𝑓(𝑧0) 

=> f(z) is continuous. 

Note: Converse is not true. 

i.e continuous function is not necessarily differentiable. 

For example: f(z) =𝑧̅ = x – iy is continuous but not differentiable 

It is continuous at every point z of C but not differentiable 

Bcz, lim
𝛿𝑧→0

𝛿𝑤

𝛿𝑧
= lim

𝛿𝑧→0

f(z+𝛿𝑧)−𝑓(𝑧)

𝛿𝑧
                

                             = lim
𝛿𝑧→0

z+𝛿𝑧̅̅ ̅̅ ̅̅ ̅−z̅

𝛿𝑧
 

                            = lim
𝛿𝑧→0

[(x+𝛿𝑥)−𝑖(𝑦+𝛿𝑦)]−(𝑥−𝑖𝑦)

𝛿𝑥+𝑖𝛿𝑦
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 = lim
𝛿𝑥→0

[(𝛿𝑥) − 𝑖(𝛿𝑦)]

𝛿𝑥 + 𝑖𝛿𝑦
 

Let  𝛿𝑧 → 0 along real axis then 𝛿𝑧 = 𝛿𝑥 and 𝛿𝑦=0 

∴ lim
𝛿𝑧→0

𝛿𝑤

𝛿𝑧
 = = lim

𝛿𝑥→0

(𝛿𝑥)

𝛿𝑥
 = 1 ---------(1) 

Let  𝛿𝑧 → 0 along y- axis then 𝛿𝑧 = 𝑖𝛿𝑦  and 𝛿𝑥=0 

And ∴ lim
𝛿𝑧→0

𝛿𝑤

𝛿𝑧
 = = lim

𝛿𝑦→0

(−𝑖𝛿𝑦)

𝑖𝛿𝑦
 = -1 -------(2) 

From (1) and (2) f(z) = z̅  is not differentiable. 

Analytic function: 

Defn.: A function f(z) is said to be analytic at z0 if it is single valued and differentiable 

in the nhd. of z0.  

Analytic function is also called regular or holomarphic function. 

The points in the domain at which the function f(z) is not analytic are called singular 

points or singularities.  

For example:  

1. Every polynomial function f(z)=a0z
n+ a1z

n-1+  

a2z
n-2+----- an,  exponential ez , sinz are analytic for all z in the entire plane such 

functions are called entire functions. 

2. If f(z) = 
1

𝑧−1
 then f(z) is not analytic at z=1 and hence z=1 is singularity of f(z). 

Cauchy’s Reimann equations: Let f(z) = u(x,y) +iv(x,y)  be defined and continuous 

and differentiable in some nhd. of point z then at that point the first order partial 

derivatives exist and satisfy two conditions ux = vy and uy = -vx  which are called 

Cauchy’s Reimann (or shortly C-R)  equations.  

Note: (i) If the function f(z) = u + iv is differentiable in the region D means it is 

differentiable at all the points z of the region D. 

i.e fl(z) = lim
∆𝑧→0

𝑓(𝑧+∆𝑧)− 𝑓(𝑧)

∆𝑧
 exists along whatever the path we choose. 

(ii) Let f(z) = u+iv  

i.e f(x+iy)=  u(x,y) +iv(x,y),  𝑡ℎ𝑒𝑛 𝒇(𝒛 + ∆𝒛)= u(x+∆𝒙,y+∆𝒚) +iv(x+∆𝒙,y+∆𝒚),   
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(iii) lim
∆𝑥→0

u(x+∆𝒙,y) – u (x ,   y) 

∆𝑥
 = 

𝜕𝑢

𝜕𝑥
 =  ux  , by definition of partial differentiation. 

Necessary and sufficient conditions for f(z) to be analytic:  

Necessary conditions: If the function  w = f(z) = u+iv be analytic in the given region D 

then Cauchy’s Reimann equations are satisfied i.e ux = vy  and uy = -vx  (VIP) 

Proof: Let the function w = f(z) = u+iv be analytic in the given region D, then it is 

differentiable at all the points z of region D.  

i.e 
𝑑𝑤

𝑑𝑧
 = fl(z) = lim

∆𝑧→0

𝑓(𝑧+∆𝑧)− 𝑓(𝑧)

∆𝑧
 exists along whatever the path we choose. 

Where ∆𝑧 = ∆𝑥 + 𝑖∆𝑦  

(i) We will choose first  ∆𝑧 → 0 along horizontal line,   that is along x-axis.  

 

 

 

 

 

 

 

 

 

 

 

 

 

Along x axis ∆y = 0. ∴ ∆𝑧  = ∆𝑥 

𝑑𝑤

𝑑𝑧
 = fl(z) = lim

∆𝑧→0

𝑓(𝑧+∆𝑧)− 𝑓(𝑧)

∆𝑧
    

                = lim
∆𝑧→0

𝑢(𝑥+∆𝑥,   𝑦+∆𝑦)+𝑖 𝑣(𝑥+∆𝑥,   𝑦+∆𝑦)−𝑢(𝑥,𝑦)−𝑖𝑣(𝑥,𝑦)  

∆𝑧
    becomes                  

                = lim
∆𝑥→0

𝑢(𝑥+∆𝑥,   𝑦)+𝑖 𝑣(𝑥+∆𝑥,   𝑦)−𝑢(𝑥,𝑦)−𝑖𝑣(𝑥,𝑦)  

∆𝑥
     

                 = lim
∆𝑥→0

[𝑢(𝑥+∆𝑥,   𝑦)−𝑢(𝑥,𝑦)]+𝑖 [𝑣(𝑥+∆𝑥,   𝑦)−𝑣(𝑥,𝑦)] 

∆𝑥
     

                = lim
∆𝑥→0

{
[𝑢(𝑥+∆𝑥,   𝑦)−𝑢(𝑥,𝑦)] 

∆𝑥
    + i 

[𝑣(𝑥+∆𝑥,   𝑦)−𝑣(𝑥,𝑦)] 

∆𝑥
} 

               =  lim
∆𝑥→0

[𝑢(𝑥+∆𝑥,   𝑦)−𝑢(𝑥,𝑦)] 

∆𝑥
    + i lim

∆𝑥→0

[𝑣(𝑥+∆𝑥,   𝑦)−𝑣(𝑥,𝑦)] 

∆𝑥
 

           
𝑑𝑤

𝑑𝑧
  = fl(z)   = 

𝜕𝑢

𝜕𝑥
 + i 

𝜕𝑣

𝜕𝑥
    -----------------(i) 
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(ii) We will choose next  ∆𝑧 → 0 along vertical line,   that is along y-axis.  

 

 

 

 

 

 

 

 

 

 

From (i) and (ii)  

 

 

From (i) and (ii), we have 
𝜕𝑢

𝜕𝑥
 + i 

𝜕𝑣

𝜕𝑥
    = = 

𝜕𝑣

𝜕𝑦
 + i(- 

𝜕𝑢

𝜕𝑦
) 

Along vertical line axis ∆x = 0. ∴ ∆𝑧  = i ∆𝑦 

𝑑𝑤

𝑑𝑧
 = fl(z) = lim

∆𝑧→0

𝑓(𝑧+∆𝑧)− 𝑓(𝑧)

∆𝑧
    

                = lim
∆𝑧→0

𝑢(𝑥+∆𝑥,   𝑦+∆𝑦)+𝑖 𝑣(𝑥+∆𝑥,   𝑦+∆𝑦)−𝑢(𝑥,𝑦)−𝑖𝑣(𝑥,𝑦)  

∆𝑧
    becomes                  

                = lim
𝑖∆𝑦→0

𝑢(𝑥,   𝑦+∆𝑦)+𝑖 𝑣(𝑥,   𝑦+∆𝑦)−𝑢(𝑥,𝑦)−𝑖𝑣(𝑥,𝑦)  

𝑖∆𝑦
     

                 = lim
∆𝑦→0

[𝑢(𝑥,   𝑦+∆𝑦)−𝑢(𝑥,𝑦)]+𝑖 [𝑣(𝑥,   𝑦+∆𝑦)−𝑣(𝑥,𝑦)] 

𝑖∆𝑦
     

                = lim
∆𝑦→0

{
[𝑢(𝑥,   𝑦+∆𝑦)−𝑢(𝑥,𝑦)] 

𝑖∆𝑦
    + i 

[𝑣(𝑥,   𝑦+∆𝑦)−𝑣(𝑥,𝑦)] 

𝑖∆𝑦
} 

               = 
1

𝑖
 lim
∆𝑦→0

[𝑢(𝑥,   𝑦+∆𝑦)−𝑢(𝑥,𝑦)] 

∆𝑦
    +  lim

∆𝑥→0

[𝑣(𝑥,   𝑦+∆𝑦)−𝑣(𝑥,𝑦)] 

∆𝑦
 

           
𝑑𝑤

𝑑𝑧
  = fl(z)   =

1

𝑖
 
𝜕𝑢

𝜕𝑦
 +  

𝜕𝑣

𝜕𝑦
  = 

𝜕𝑣

𝜕𝑦
 -i 

𝜕𝑢

𝜕𝑦
  = 

𝜕𝑣

𝜕𝑦
 + i(- 

𝜕𝑢

𝜕𝑦
) 

          i.e 
𝑑𝑤

𝑑𝑧
  = fl(z)   = 

𝜕𝑣

𝜕𝑦
 + i(- 

𝜕𝑢

𝜕𝑦
)-----------------(ii) 
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Equating real and imaginary parts we get, 
𝜕𝑢

𝜕𝑥
 = 

𝜕𝑣

𝜕𝑦
  and 

𝜕𝑣

𝜕𝑥
 = - 

𝜕𝑢

𝜕𝑦
    

These are necessary conditions i.e  C-R equations  

Thus if f(z) is analytic then C-R equations 
𝝏𝒖

𝝏𝒙
 = 

𝝏𝒗

𝝏𝒚
  and  

𝝏𝒖

𝝏𝒚
= - 

𝝏𝒗

𝝏𝒙
   

i.e ux = vy  and uy = -vx  are satisfied. 

 

 

Sufficient conditions: If all the four partial derivatives ux, uy, vx and vy  exist and 

continuous and satisfy the C-R equations then f(z) = u+iv is analytic. 

i.e if we want to show  f(z) is analytic or differentiable we have to show four partial 

derivatives ux, uy, vx and vy  exist and continuous and C-R equations ux = vy  and uy = 

-vy  are satisfied. 

Procedure to show given function f(z)= u+iv is analytic 

(i) Given function be f(z) =u(x,y)+iv(x,y) , write in terms of real and imaginary 

Parts 

(ii) Get ux, uy, vx and vy  , if they are poly. Or trigonometric or rational functions 

with non zero Dr then they are all continuous. 

(iii) We have get C-R equations ux = vy  and uy = -vx  are satisfied. 

Then we say f(z) is analytic means f(z) is differentiable. 

 

And fl(z) = 
𝝏𝒖

𝝏𝒙
 + i 

𝝏𝒗

𝝏𝒙
    or  fl(z) = 

𝝏𝒗

𝝏𝒚
 - i 

𝝏𝒖

𝝏𝒙
 

But most of the time we prefer fl(z) = 
𝝏𝒖

𝝏𝒙
 + i 

𝝏𝒗

𝝏𝒙
 

Examples: 

1. Prove that f(z) = ez is analytic for all z 

Soln.: Now f(z) = ez = ex +iy  = ex eiy = ex(cosy +isiny) 

                                                       = excosy +i exsiny 

                                                      = u(x,y) + iv(x,y) 

Where u(x,y) = excosy   and v(x,y) = exsiny 
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∴ ux = excosy,  uy = - exsiny,    vx = exsiny,  vy = excosy 

Clearly these are rational functions with non zero denominator and hence they exists 

and continuous.  

Also C-R  equations  ux = vy  and uy = -vx  are satisfied.  

Hence f(z) = ez is analytic and fl(z) = ez 

 

 

 

2. Prove that f(z) = sinz is analytic for all z and find fl(z) 

Soln.: Now f(z) = sinz = sin(x+iy) = sinx coshy + icosx sinhy 

                                                      = u(x,y) + iv(x,y) 

Where u(x,y) = sinx coshy   and v(x,y) = cosx sinhy 

∴ ux =  cosx coshy,  uy = sinx sinhy,    vx = - sinx sinhy,  vy = cosx coshy 

Clearly these are rational functions with non zero denominator and hence they exists 

and continuous.  

Also C-R  equations  ux = vy  and uy = -vx  are satisfied.  

Hence f(z) = sinz  is analytic and fl(z) = cosz 

3. Prove that f(z) = cosz is analytic for all z and find fl(z)  (HW) 

4. Prove that f(z) = logz is analytic for all z and find fl(z) 

Proof: Now f(z) = logz  = 
1

2
  log(𝑥2 + 𝑦2) +i tan-1(

𝑦

𝑥
) 

                                     = u(x,y) + iv(x,y) 

Where u(x,y) = 
1

2
  log(𝑥2 + 𝑦2) and v(x,y) = tan-1(

𝑦

𝑥
) 

∴ ux = 
1

2
 

2𝑥

𝑥2+𝑦2
 =   

𝑥

𝑥2+𝑦2
    ,        uy = 

 𝑦

𝑥2+𝑦2
,     

  vx = 
1

1+(
𝑦

𝑥
)2

  (
 𝑦

−𝑥2
) = 

𝑥2

𝑥2+𝑦2
 (

 𝑦

−𝑥2
)= 

− 𝑦

𝑥2+𝑦2
       and vy = 

1

1+(
𝑦

𝑥
)2

  (
 1

𝑥
) = 

𝑥2

𝑥2+𝑦2
 (

 1

𝑥
)= 

𝑥

𝑥2+𝑦2
        

Clearly these are rational functions with non zero denominator and hence they exists 

and continuous.  
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Also C-R  equations  ux = vy  and uy = -vx  are satisfied.  

Hence f(z) =logz  is analytic and fl(z) = 1/z 

5. Show that a function f(z) =xy+iy is everywhere continuous but not analytic. 

Soln: Given function be f(z) =xy+iy = u+iv   where u =xy and v =y  

Both u and v being polynomials in x and y are continuous for all x & y. Hence f(z) is 
continuous every where. 

Here 
𝜕𝑢

𝜕𝑥
 = y, 

𝜕𝑢

𝜕𝑦
 =x, 

𝜕𝑣

𝜕𝑥
 = 0 and 

𝜕𝑣

𝜕𝑦
 = 1 

So we have 
𝜕𝑢

𝜕𝑥
 ≠

𝜕𝑣

𝜕𝑦
  and 

𝜕𝑢

𝜕𝑦
 ≠ -

𝜕𝑣

𝜕𝑥
  

i.e C-R equations are not satisfied and hence f(z) is not analytic. 

6. Show that f(z)= y3-3x2y+i(x3- 3xy2) is analytic and find its derivative. 

Harmonic function:  

Definition: A function u of x and y is said to be harmonic if partial derivatives of  u of 

order first and second exist and satisfy Laplace equation 
𝝏𝟐𝒖

𝝏𝒙𝟐
 + 

𝝏𝟐𝒖

𝝏𝒚𝟐
 = 0  is called 

harmonic function. 

In Physics, the descriptor "harmonic" in the name harmonic function originates from a 

point on a stretched tight string which is undergoing harmonic motion. The solution to 

the differential equation for this type of motion can be written in terms of sines and 

cosines, functions which are thus referred to as harmonics. 

Theorem:  If the function f(z) = u+iv be analytic in the given region D then u and v are 

harmonic functions.  

Proof: Consider f(z) = u(x,y) +iv(x,y)  be analytic in the given region D. Then all the 

four partial derivatives exit and C-R equations are satisfied. 

i.e      
𝜕𝑢

𝜕𝑥
 = 

𝜕𝑣

 𝜕𝑦
 -------(1)             and       

𝜕𝑢

𝜕𝑦
 = - 

𝜕𝑣

 𝜕𝑥
------(2) 

Differentiate (1) partially w.r.t x and (2) w.r.t y and adding we get, 

 
𝜕2𝑢

𝜕𝑥2
  + 

𝜕2𝑢

𝜕𝑦2
  = 

𝜕2𝑣

𝜕𝑥 𝜕𝑦
 - 

𝜕2𝑣

𝜕𝑦 𝜕𝑥
  = 

𝜕2𝑣

𝜕𝑥 𝜕𝑦
 - 

𝜕2𝑣

𝜕𝑥 𝜕𝑦
 = 0  

i.e 
𝜕2𝑢

𝜕𝑥2
  + 

𝜕2𝑢

𝜕𝑦2
  = 0 i.e ∇2𝑢 = 0 -------(3)  
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Similarly Differentiate (1) partially w.r.t y and (2) w.r.t x and adding we get,  

𝜕2𝑢

𝜕𝑦 𝜕𝑥
 - 

𝜕2𝑢

𝜕𝑥 𝜕𝑦
 = 

𝜕2𝑣

𝜕𝑦2
  + 

𝜕2𝑣

𝜕𝑥2
  

 0 = 
𝜕2𝑣

𝜕𝑥2
  + 

𝜕2𝑣

𝜕𝑦2
   

i.e  
𝜕2𝑣

𝜕𝑥2
  + 

𝜕2𝑣

𝜕𝑦2
 = 0 i.e ∇2𝑣 = 0 --------(4)  

From (3) and (4) we say that u and v satisfy Laplace eqn. hence are harmonic functions. 

Thus if the function f(z) = u+iv be analytic in the given region D then u and v are 

harmonic functions. 

Harmonic conjugates: The real and imaginary parts u and v of analytic function f(z) 

are harmonic functions and they are called harmonic conjugates i.e u is harmonic 

conjugate of v and v is harmonic conjugate of u.  Also Harmonic functions satisfy the  

linear equations in the Cartesian form. Theory of such harmonic functions is called 

Potential Theory. 

For example:  

Verify that u = x2- y2-y is harmonic in the whole complex plane. \ 

Soln.: Now u = x2- y2-y 

Then   
𝜕𝑢

𝜕𝑥
 = 2x,   

𝜕2𝑢

𝜕𝑥2
 = 2,    

𝜕𝑢

𝜕𝑦
 = -2y-1,   

𝜕2𝑢

𝜕𝑦2
 = - 2 

All these partial order derivatives exists as they are polynomial functions and satisfy 

Laplace eqn. 
𝜕2𝑢

𝜕𝑥2
 + 

𝜕2𝑢

𝜕𝑥2
 = 2-2 =0  

Thus u is harmonic function. 

Determination of the harmonic conjugate: 

If f(z) = u+iv be analytic function and being given u  then determine its harmonic  
conjugate v. 

Procedure: Let f(z) =u+iv be analytic and u(x,y) will be given,  we have to find its 
conjugate v(x,y). 

By partial differentiation we have  

dv = 
𝜕𝑣

𝜕𝑥
 dx +

𝜕𝑣

𝜕𝑦
 dy 
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     = - 
𝜕𝑢

𝜕𝑦
 dx +

𝜕𝑢

𝜕𝑥
 dy ---------by C-R eqns as f(z) is analytic. 

Which is in the form of Mdx +Ndy where M = - 
𝜕𝑢

𝜕𝑦
 and N =  

𝜕𝑢

𝜕𝑥
 

So that  
𝜕𝑀

𝜕𝑦
 = - 

𝜕2𝑢

𝜕𝑦2
 and 

𝜕𝑁

𝜕𝑥
 = 

𝜕2𝑢

𝜕𝑥2
 

But  
𝜕2𝑢

𝜕𝑥2
 + 

𝜕2𝑢

𝜕𝑦2
 = 0 b’cz u is harmonic. 

 =>    
𝜕2𝑢

𝜕𝑦2
 =  -  

𝜕2𝑢

𝜕𝑥2
     or =>  -  

𝜕2𝑢

𝜕𝑦2
 =    

𝜕2𝑢

𝜕𝑥2
      

                                            i.e 
𝜕𝑀

𝜕𝑦
 = 

𝜕𝑁

𝜕𝑥
 

=> Hence eqn (1) is exact and integrable by the method of exact differential eqn.  

i.e v =∫ 𝑀dx+ ∫(𝐭𝐞𝐫𝐦𝐬 𝐢𝐧 𝐍 𝐧𝐨𝐭 𝐜𝐨𝐧𝐭𝐚𝐢𝐧𝐢𝐧𝐠 𝐱 )𝑑𝑦  

 Examples:  

1. Prove that u = y3- 3x2y is harmonic function. Determine its harmonic conjugate 
and find the corresponding analytic function f(z) in terms of z. 

 Soln: Given u = y3- 3x2y  

∴   
𝜕𝑢

𝜕𝑥
 = ux  = -6xy,            

𝜕2𝑢

𝜕𝑥2
 = uxx = -6y,  

 & 
𝜕𝑢

𝜕𝑦
= uy=3y2- 3x2 ,       

𝜕2𝑢

𝜕𝑦2
 = uyy = 6y 

Clearly all these derivatives exist & continuous and Laplace equation    
𝜕2𝑢

𝜕𝑥2
 + 

𝜕2𝑢

𝜕𝑦2
 = 0 is 

satisfied. 

Hence u is harmonic. 

Let v be harmonic conjugate of u so that f(z) = u+iv is analytic. 

We have  dv = 
𝜕𝑣

𝜕𝑥
 dx+

𝜕𝑣

𝜕𝑦
 dy  

                       = - 
𝜕𝑢

𝜕𝑦
 dx + 

𝜕𝑢

𝜕𝑥
 dy   C-R eqns 

           dv     = (3x2- 3y2) dx + -6xy dy which is exact. 

Integrating both the sides, we get 

v=∫(3x2- 3y2)dx   +  ∫(terms in N not containing x )𝑑𝑦  

(1) 
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 v = x3 - 3y2x + c 

 which is harmonic conjugate of u. 

And f(z) = u +iv = (y3-3x2y) +i( x3- 3y2x )+ ic  

                  = i (iy)3 +i 3x2 (iy)+ ix3+ i 3(iy)2x+ic  

                  = i[x3+3x2(iy) + 3x(iy)2+(iy)3]+ic 

                     = i(x+iy)3 +ic  = iz3+ic 

2. Prove that u = x3- 3xy2 is harmonic function. Determine its harmonic conjugate and 
find the corresponding analytic function f(z) in terms of z. 

Soln: Given u = x3- 3xy2  

∴   
𝜕𝑢

𝜕𝑥
 = ux  =3x2-3y2,          

𝜕2𝑢

𝜕𝑥2
 = uxx = 6x,  

 & 
𝜕𝑢

𝜕𝑦
= uy= -6xy,               

𝜕2𝑢

𝜕𝑦2
 = uyy = -6x 

Clearly all these derivatives exist & continuous and Laplace equation    
𝜕2𝑢

𝜕𝑥2
 + 

𝜕2𝑢

𝜕𝑦2
 = 0 is 

satisfied. 

Hence u is harmonic. 

Let v be harmonic conjugate of u so that f(z) = u+iv is analytic. 

We have  dv = 
𝜕𝑣

𝜕𝑥
 dx+

𝜕𝑣

𝜕𝑦
 dy  

                       = - 
𝜕𝑢

𝜕𝑦
 dx + 

𝜕𝑢

𝜕𝑥
 dy   C-R eqns 

           dv     = (6xy) dx + (3x2-3y2)dy which is exact  

and hence its soln. is v  = ∫(6𝑥𝑦 )dx +∫   (-3y2)dy  

i.e  𝑣 =6y 
𝑥2

2
 – y3 +c 

v = 3x2y - y3 + c,    is harmonic conjugate of u. 

And f(z) = u +iv = (x3- 3xy2)+i(3x2y - y3) + ic  

                  = x3+ 3x(iy)2 +3x2 (iy)+ (iy)3 + ic  

                  = (x+iy)3 +ic  = z3+ic 
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3. Prove that u = (x-1)3-3xy2+3y2 is harmonic function. Determine its harmonic 

conjugate so that the corresponding analytic function f(z) = u+iv is regular. 

Soln: Given u = (x-1)3-3xy2+3y2  

∴   
𝜕𝑢

𝜕𝑥
 = ux =3(x-1)2-3y2,   

𝜕2𝑢

𝜕𝑥2
 = uxx = 6(x-1),  

 & 
𝜕𝑢

𝜕𝑦
= uy= -6xy+6y,      

𝜕2𝑢

𝜕𝑦2
 = uyy = -6x+6 

Clearly all these derivatives exist & continuous and Laplace equation    
𝜕2𝑢

𝜕𝑥2
 + 

𝜕2𝑢

𝜕𝑦2
 = 0 is 

satisfied. 

Hence u is harmonic. 

Let v be harmonic conjugate of u so that f(z) = u+iv is analytic. 

We have  dv = 
𝜕𝑣

𝜕𝑥
 dx+

𝜕𝑣

𝜕𝑦
 dy  

                       = - 
𝜕𝑢

𝜕𝑦
 dx + 

𝜕𝑢

𝜕𝑥
 dy --by  C-R eqns 

           dv     = (6xy-6y)dx + (3(x-1)2-3y2)dy  

           dv     = (6xy-6y)dx + (3x2-3x + 3 -3y2)dy which is exact  

Hence its soln. is  

v = ∫(6xy − 6y)dx ] + ∫(3 − 3y2)dy 

𝑣 =      6 
𝑥2

2
y – 6xy +3y- y3 + c  

   = 3x2y-6xy+3y-y3+c = 3(x2-2x+1)y-y3+c 

v = 3(x-1)2y - y3 + c,  is harmonic conjugate of u. 

4. If u = x2-y2 and v =  
−𝒚

𝒙𝟐+𝒚𝟐
 then  prove that, both u and v satisfy  Laplace’s equation , 

but u+iv is not an analytic function of z.  

Soln.: Now u = x2-y2    

∴ ux = 2x, uxx = 2,  uy = -2y and uyy = -2 
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Clearly u satisfied Laplace equation    
𝜕2𝑢

𝜕𝑥2
 + 

𝜕2𝑢

𝜕𝑦2
 = 0. 

Similarly v = 
−𝒚

𝒙𝟐+𝒚𝟐
 

∴ vx = 
𝑦 (2𝑥)

(𝑥2+𝑦2)2
 = 

2𝑥𝑦

(𝑥2+𝑦2)2
,    

vxx = y 
(𝑥2+𝑦2)22−2𝑥[2(𝑥2+𝑦2)2𝑥]

(𝑥2+𝑦2)4
 = y 

(𝑥2+𝑦2)[𝑥2+𝑦2)12−2𝑥 .4𝑥]

(𝑥2+𝑦2)4
 

                                                        = y 
[2𝑦2−6𝑥2]

(𝑥2+𝑦2)3
  =  

𝟐𝒚(𝒚𝟐−𝟑𝒙𝟐)

(𝒙𝟐+𝒚𝟐)𝟑
  

Next  vy = - 
(𝑥2+𝑦2)1−𝑦 (2𝑦)

(𝑥2+𝑦2)2
 = - 

(𝑥2− 𝑦2)

(𝑥2+𝑦2)2
 =  

( 𝑦2− 𝑥2)

(𝑥2+𝑦2)2
 

          Vyy    = 
(𝑥2+𝑦2)22𝑦−( 𝑦2− 𝑥2)[2(𝑥2+𝑦2)2𝑦]

(𝑥2+𝑦2)4
 = 

(𝑥2+𝑦2)[𝑥2+𝑦2)12𝑦−4𝑦  (𝑦2− 𝑥2)]

(𝑥2+𝑦2)4
 

                  = 2y 
[𝑥2+𝑦2−2𝑦2+ 2𝑥2]

(𝑥2+𝑦2)3
  = 2y 

[3𝑥2−𝑦2]

(𝑥2+𝑦2)3
 = - 

𝟐𝒚(𝒚𝟐−𝟑𝒙𝟐)

(𝒙𝟐+𝒚𝟐)𝟑
 

Clearly v also satisfied Laplace equation    
𝜕2𝑣

𝜕𝑥2
 + 

𝜕2𝑣

𝜕𝑦2
 = 0. 

Thus u and v are satisfying Laplace equation but u+iv is not analytic  

as ux≠ vy   and uy ≠  - vx   i.e C-R equations are not satisfied  

5. Prove that the function u = ex(x cosy –ysiny) satisfies  Laplace’s equation, find its 

harmonic conjugate  and the corresponding analytic function f(z). 

Soln: Let u= ex(x cosy –ysiny) 

Then ux = ex( cosy )+ ex(x cosy –ysiny) 

              = ex((1+x) cosy –ysiny) 

        Uxx = ex( cosy) + ex((1+x) cosy –ysiny) 

              = ex((2+x) cosy –ysiny) ----(1) 

        Uy  = ex[x (-siny) –ycosy-siny] 

              = ex[- (1+x) siny –ycosy] 

       Uyy = ex[- (1+x) cosy + ysiny-cosy]  
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             = ex[- (2+x) cosy + ysiny]----(2) 

From (1) and (2)  Uxx+  Uyy= 0 

 function u satisfies Laplace equation and is continuous also. 

 U is harmonic  

Let v be harmonic conjugate of u so that f(z) = u+iv is analytic. 

We have  dv = 
𝜕𝑣

𝜕𝑥
 dx+

𝜕𝑣

𝜕𝑦
 dy  

                       = - 
𝜕𝑢

𝜕𝑦
 dx + 

𝜕𝑢

𝜕𝑥
 dy --by  C-R eqns 

        =    -   ex[- (1+x) siny –ycosy] dx + ex((1+x) cosy –ysiny)dy  

                    = ex[(1+x) siny +ycosy] dx  + ex((1+x) cosy –ysiny)dy    which is exact 

Hence Solution is v = ∫ ex[(1 + x) siny + ycosy] dx + 

∫(terms of N not containing x)dy                                   

i.e v = ∫ ex(1 + x) siny  dx +∫ exycosy dx + 0 

          = siny[ex(1 + x) - ex] + exy cosy  

          =  x exsiny + exy cosy = ex[x siny +y cosy ]  

 ∴  f(z) = u+iv 

           = ex(x cosy –ysiny)+iex[x siny +y cosy ]   

           =  ex[x (cosy + isiny) + iy (cosy+isiny) ]   

          = ex[(x + iy) (cosy + isiny) ]  = zez 

6. Show that the function u = 
𝟏

𝟐
 log(x2+y2) is harmonic and find its harmonic 

conjugate. 

Soln.: Now u = 
𝟏

𝟐
 log(x2+y2) 

∴ ux = 
1

2
 

2𝑥

𝑥2+𝑦2
 =   

𝑥

𝑥2+𝑦2
,  uxx = 

(𝑥2+𝑦2)1−𝑥(2𝑥)

(𝑥2+𝑦2)2
   = 

    𝑦2−𝑥2

(𝑥2+𝑦2)2
  

    uy = 
1

2
 

2𝑦

𝑥2+𝑦2
 =   

𝑦

𝑥2+𝑦2
,  uyy = 

(𝑥2+𝑦2)1−𝑦(2𝑦)

(𝑥2+𝑦2)2
   = 

  − 𝑦2+ 𝑥2

(𝑥2+𝑦2)2
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Clearly all these four partial derivatives exist as they are rational functions with non 

zero denominators and satisfying Laplace equation and hence u is harmonic. 

Let v be harmonic conjugate of u so that f(z) = u+iv is analytic. 

We have  dv = 
𝜕𝑣

𝜕𝑥
 dx+

𝜕𝑣

𝜕𝑦
 dy  

                       = - 
𝜕𝑢

𝜕𝑦
 dx + 

𝜕𝑢

𝜕𝑥
 dy --by  C-R eqns 

                                   = - 
𝑦

𝑥2+𝑦2
 dx + 

𝑥

𝑥2+𝑦2
  dy which is exact  

Hence its soln. is 

V = ∫ − 
𝑦

𝑥2+𝑦2
dx + ∫(terms of N not containing x)dy           

V = - y∫  
1

𝑥2+𝑦2
dx + ∫ 0 dy  = -y 

1

𝑦
  tan-1 (

𝑥

𝑦
) + c 

 V = tan-1 (
𝑥

𝑦
) + c 

7. Show that the function u = 𝒄𝒐𝒔𝒙 coshy is harmonic and find its harmonic 

conjugate and fl (z) in terms of z. 

Soln.: Now u = 𝑐𝑜𝑠𝑥 coshy 

∴ ux = -sinx cushy, uxx = - cosx coshy, uy = cosx sinhy,  uyy = cosxsinhy 

Clearly all these four partial derivatives exist as they are rational functions with non 

zero denominators and satisfying Laplace equation and hence u is harmonic. 

Let v be harmonic conjugate of u so that f(z) = u+iv is analytic. 

We have  dv = 
𝜕𝑣

𝜕𝑥
 dx+

𝜕𝑣

𝜕𝑦
 dy  

                       = - 
𝜕𝑢

𝜕𝑦
 dx + 

𝜕𝑢

𝜕𝑥
 dy --by  C-R eqns  

                      = - (cosx sinhy)dx + (-sinx cushy) dy  which is exact. 

Hence its soln. is 

                 V = ∫  − (cosx sinhy)dx + ∫(terms of N not containing x)dy   

                    = - sinhy ∫  cosx dx +  0 = - sinhy sinx + c 
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               V = -sinhy sinx +c 

∴ f(z) = u + iv = cosx coshy + i ( - sinx sinhy)= cosx coshy - i  sinx sinhy +ic 

                                                                         = cos(x+iy) +ic = cosz + ic 

Hence fl(z) = 
𝜕𝑢

𝜕𝑥
 + i 

𝜕𝑥

𝜕𝑥
 = - sinx coshy – i cosx sinhy  

                   = - (sinx coshy + i cosx sinhy) = - sinz 

Milne’s method of finding f(z) directly   if u or v will be given 

Let u will be given,  find f(z) = u+iv without finding v. 

Let 
𝜕𝑢

𝜕𝑥
 = ∅1(x,y)    and      

𝜕𝑢

𝜕𝑦
 = ∅2(x,y) 

By Milne’s method fl(z)= ∅1(z,0)-i∅2(z,0)  

Integrating we get f(z) = ∫ ∅1(𝑧, 𝑜)dz-i ∫ ∅2(𝑧, 𝑜)dz  

 

If v will be given then f(z) = ∫ 𝜑1(𝑧, 𝑜) 𝑑𝑧+i ∫ 𝜑2(𝑧, 𝑜)dz where 
𝜕𝑣

𝜕𝑦
 = 𝜑1(x,y) and  

𝜕𝑣

𝜕𝑥
 = 𝜑2(x,y) 

Examples:  

1.Prove that the function u = ex(x cosy –ysiny)  

satisfies  Laplace’s equation and find the corresponding analytic function f(z). 

Soln: Now u = ex(x cosy –ysiny)  

∴ 
𝜕𝑢

𝜕𝑥
 = ex(x cosy –ysiny)+ex(cosy)=ex [(x+1)cosy-ysiny]  

i.e
𝜕𝑢

𝜕𝑥
 = ex [(x+1)cosy-ysiny] = ∅1(x,y)     

& 
𝜕2𝑢

𝜕𝑥2
  = ex [(x+1)cosy-ysiny]+excosy = ex [(x+2)cosy-ysiny]  

Next 
𝜕𝑢

𝜕𝑦
  = ex(x(-siny) –ycosy-siny) = ex [- (x+1)siny-ycosy] = ∅2(x,y)     

& 
𝜕2𝑢

𝜕𝑦2
 = ex[-(x+1)cosy +ysiny-cosy] = ex[-(x+2)cosy +ysiny] 
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Clearly 
𝜕2𝑢

𝜕𝑥2
 + 

𝜕2𝑢

𝜕𝑦2
 = 0 

Therefore u satisfies Laplace’s equation. 

By Milne’s method fl(z)= ∅1(z,0)-i∅2(z,0)   

i.e fl(z)= ez(z+1) – iez0 = zez+ez 

i.e fl(z) = zez+ez 

Integrating,     f(z) = ∫(𝑧ez+ez)dz 

                          = zez-ez+ ez+c 

                          = zez+c 

2.If  u = 
𝒔𝒊𝒏𝟐𝒙 

𝒄𝒐𝒔𝒉𝟐𝒚+𝒄𝒐𝒔𝟐𝒙
 find the corresponding analytic function f(z). 

Soln: Now  u = 
𝑠𝑖𝑛2𝑥 

𝑐𝑜𝑠ℎ2𝑦+𝑐𝑜𝑠2𝑥
 

∴ 
𝜕𝑢

𝜕𝑥
 = 

(𝑐𝑜𝑠ℎ2𝑦+𝑐𝑜𝑠2𝑥)2𝑐𝑜𝑠2𝑥−𝑠𝑖𝑛2𝑥(−2𝑠𝑖𝑛2𝑥)

(𝑐𝑜𝑠ℎ2𝑦+𝑐𝑜𝑠2𝑥)2
 

      = 
2[1+𝑐𝑜𝑠2𝑥𝑐𝑜𝑠ℎ2𝑦]

(𝑐𝑜𝑠ℎ2𝑦+𝑐𝑜𝑠2𝑥)2
 =  ∅1(x,y)     

And 
𝜕𝑢

𝜕𝑦
 = 

(𝑐𝑜𝑠ℎ2𝑦+𝑐𝑜𝑠2𝑥).0−𝑠𝑖𝑛2𝑥(2𝑠𝑖𝑛ℎ2𝑦)

(𝑐𝑜𝑠ℎ2𝑦+𝑐𝑜𝑠2𝑥)2
 

   = 
−𝑠𝑖𝑛2𝑥(2𝑠𝑖𝑛ℎ2𝑦)

(𝑐𝑜𝑠ℎ2𝑦+𝑐𝑜𝑠2𝑥)2
 = 

−2𝑠𝑖𝑛2𝑥 𝑠𝑖𝑛ℎ2𝑦

(𝑐𝑜𝑠ℎ2𝑦+𝑐𝑜𝑠2𝑥)2
 =  ∅2(x,y)      

By Milne’s method fl(z)= ∅1(z,0)-i∅2(z,0)   

                     = 
2[1+𝑐𝑜𝑠2𝑧]

(1+𝑐𝑜𝑠2𝑧)2
 - i 0 

             fl(z)   = 
2

1+𝑐𝑜𝑠2𝑧
 = 

2

2𝑐𝑜𝑠2𝑧
 = sec2z 

Integrating we get f(z) = tanz+c 

3.Find the regular function w = u+iv where u = e-x{(x2-y2) cosy +2xy siny}  

Soln: Now  u = e-x{(x2-y2) cosy +2xy siny} 

∴ 
𝜕𝑢

𝜕𝑥
 = -e-x{(x2-y2) cosy +2xy siny}+ e-x(2xcosy+2ysiny) 

          = -e-x{(x2-y2-2x) cosy +2y(x-1) siny} = ∅1(x,y)     
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& 
𝜕𝑢

𝜕𝑦
 = e-x{(x2-y2)(-siny)-2ycosy+2xsiny+2xy cosy}     

= e-x{- (x2-y2-2x)( siny)-2ycosy(1-x)} = ∅2(x,y)  

 By Milne’s method fl(z)= ∅1(z,0)-i∅2(z,0)   

                                     fl(z) = -e-z(z2-2z) – i. 0   

                                             = e-z(2z -z2) 

Integrating we get f(z)=- e-z(2z -z2)- e-z(2 -2z)+ - e-z (-2) 

                                        = -e-z(2z-z2+2-2z-2)= e-z (z2)+c 

                                 f(z) = z2 e-z+c 

4. Prove that the function u = sinx coshy+2cosx sinhy +x2-y2+4xy 

satisfies  Laplace’s equation and find the corresponding halomarphic function f(z). 

Soln.: Now  u = sinx coshy+2cosx sinhy +x2-y2+4xy 

𝜕𝑢

𝜕𝑥
 = cosx coshy – 2sinx sinhy +2x +4y = ∅1(x,y)     

&  
𝜕2𝑢

𝜕𝑥2
 = - sinx coshy - 2cosx sinhy+2 

𝜕𝑢

𝜕𝑦
 = sinx sinhy + 2cosx coshy - 2y +4x = ∅2(x,y)     

𝜕2𝑢

𝜕𝑦2
 = sinx coshy + 2cosx sinhy – 2 

Clearly 
𝜕2𝑢

𝜕𝑥2
 + 

𝜕2𝑢

𝜕𝑦2
 = 0 

∴ u satisfies  Laplace’s equation 

By Milne’s method fl(z)= ∅1(z,0)-i∅2(z,0)   

i.e fl(z)= cosz +2z –i (2 cosz +4z) 

            =  (1-2i) cosz +  2z(1-2i) 

           fl(z) = (1 -2i)(cosz + 2z) 

Integrating, we get 

        f(z) = (1 – 2i) [sinz + z2] +c 

5. Prove that the function u = x3-3xy2+3x2 – 3y2+1 
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satisfies  Laplace’s equation and find the corresponding halomarphic function f(z). 

 

Finding f(z)= u+iv if either u-v or u+v will be given 

Let U = u-v and    V = u+v so that  

F(z) = U+iV = (u-v)+i(u+v)= (u+iu+iv-v) 

                    = u(1+i)+iv(1+i) 

                    = (1+i)(u+iv) 

         F(z)     = (1+i)f(z) 

       ∴ f(z) = 
1

1+𝑖
 F(z) 

Examples: 

1. If f(z) = u+iv is an analytic function of z and u-v = ex(cosy-siny), find f(z) in terms 
of z. 

 

 

Soln: Now f(z) =u+iv be analytic function. 

Let U= u-v = ex(cosy-siny) and V=u+v    (1) 

So that F(z) = U+iV = (1+i)f(z) 

Differentiate (1) p.w.r.t x and y 

𝜕𝑈

𝜕𝑥
 = ex(cosy-siny) = ∅1(x,y) 

𝜕𝑈

𝜕𝑦
 = ex(-siny-cosy)= ∅2(x,y) 

By Milne’s method Fl(z)= ∅1(z,0)-i∅2(z,0)   

          = ez(1-0) –iez(0-1) 

 Fl(z)  = ez(1+i) 

Integrating on both the sides we get 

F(z) = ez(1+i) + c 
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(1+i)f(z) = ez(1+i) + c 

 f(z)= ez + c 
2. If f(z) = u+iv is an analytic function of z and u-v = (x-y)(x2+4xy+y2), find f(z) in 

terms of z. 

Soln: Now f(z) =u+iv be analytic function. 

Let U=u-v=(x-y)(x2+4xy+y2),and V=u+v (1)    

So that F(z) = U+iV = (1+i)f(z) 

Differentiate (1) p.w.r.t x and y 

𝜕𝑈

𝜕𝑥
 = (x-y)(2x+4y)+ (x2+4xy+y2)  

     =2x2+4xy-2xy-4y2+x2+4xy+y2  

     = 3x2+6xy-3y2 = ∅1(x,y) 

𝜕𝑈

𝜕𝑦
 =(x-y)(4x+2y)+ (x2+4xy+y2)(-1)  

     = 4x2+2xy-4xy-2y2-x2-4xy-y2  

     = 3x2-6xy-3y2  =  ∅2(x,y) 

 

 

By Milne’s method Fl(z)= ∅1(z,0)-i∅2(z,0)   

Fl(z) = 3z2-i3z2= 3z2(1-i) 

∴ F(z)=z3(1-i)+c 

(1+i)f(z) = z3(1-i)+c 

 f(z) = 
1−𝑖

1+𝑖
 z3+c = -i z3+c 

Theoretical Examples: 

1. Prove that an analytic function with  onstant modulus is constant.  

Proof: Let f(z) = u+iv be analytic function so that lf(z)l = √𝑢2 + 𝑣2 = constant = k 

 𝑢2 + 𝑣2 = k2 --------------(1) 

Diff. (1) w.r.t x  and then y we get 

2u
𝜕𝑈

𝜕𝑥
 + 2v

𝜕𝑣

𝜕𝑥
 = 0 

u
𝜕𝑢

𝜕𝑥
 + v

𝜕𝑣

𝜕𝑥
 = 0 -----------------(2) 
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& u
𝜕𝑢

𝜕𝑦
 + v

𝜕𝑣

𝜕𝑦
 = 0 

i.e u(- 
𝜕𝑣

𝜕𝑥
 ) + v

𝜕𝑢

𝜕𝑥
 = 0  ------By C-R eqns.  

i.e - u 
𝜕𝑣

𝜕𝑥
  + v

𝜕𝑢

𝜕𝑥
 = 0 ---------(3) 

Squaring and adding (2) and (3) we get 

[u2(
𝜕𝑢

𝜕𝑥
)2 + v2(

𝜕𝑣

𝜕𝑥
)2 + 2uv 

𝜕𝑢

𝜕𝑥

𝜕𝑣

𝜕𝑥
 ]+ [u2(

𝜕𝑣

𝜕𝑥
)2 + v2(

𝜕𝑢

𝜕𝑥
)2 - 2uv 

𝜕𝑣

𝜕𝑥

𝜕𝑢

𝜕𝑥
 ] = 0 

i.e (u2+v2)[ (
𝜕𝑢

𝜕𝑥
)2 +(

𝜕𝑣

𝜕𝑥
)2] = 0 

 

=> (
𝜕𝑢

𝜕𝑥
)2 +(

𝜕𝑢

𝜕𝑥
)2 =0 

i.e |
𝜕𝑢

𝜕𝑥
+ 𝑖

𝜕𝑣

𝜕𝑥
|2  = 0 

i.e |𝑓𝑙(𝑧)|2  = 0   since 𝑓𝑙(𝑧) = ux+ ivx 

=> 𝑓𝑙(𝑧) = 0 

=> f(z) is constant 

2. Prove that an analytic function with  constant real (imaginary ) part  is     constant.  

Proof: Let f(z) = u+iv be analytic function so that u be constant.  

i.e u = k 

=> 
𝜕𝑢

𝜕𝑥
 = 0 and 

𝜕𝑢

𝜕𝑦
 =0 

But 
𝜕𝑣

𝜕𝑦
 = 

𝜕𝑢

𝜕𝑥
 = 0 & 

𝜕𝑣

𝜕𝑥
 = - 

𝜕𝑢

𝜕𝑦
 = 0 by C-R equns. 

i.e 
𝜕𝑣

𝜕𝑦
 = 0 & 

𝜕𝑣

𝜕𝑥
 =  0 

=> v is constant 

=> u+iv is constant  

i.e f(z) is constant. 

Thus  analytic function with constant real part  is  constant.  

Similarly we can prove for v. 

3. If f(z) is analytic function of z, prove that (
𝝏𝟐

𝝏𝒙𝟐
 + 

𝝏𝟐

𝝏𝒚𝟐
)|𝑹 𝒇(𝒛)| 2 = 2 |𝒇𝒍(𝒛)|2   

i.e (
𝝏𝟐

𝝏𝒙𝟐
 + 

𝝏𝟐

𝝏𝒚𝟐
)u2 = 2 |𝒇𝒍(𝒛)|2   

Proof: Let f(z) = u+iv be analytic so that  
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R f(z) = u  (i.e RP of f(z) = u) 

Now  
𝜕

𝜕𝑥
 (u2) = 2u 

𝜕𝑢

𝜕𝑥
 

∴ 
𝜕2

𝜕𝑥2
 (u2) = 2[ u 

𝜕2𝑢

𝜕𝑥2
 + (

𝜕𝑢

𝜕𝑥
)2] 

Similarly 
𝜕2

𝜕𝑦2
 (u2) = 2[ u 

𝜕2𝑢

𝜕𝑦2
 + (

𝜕𝑢

𝜕𝑦
)2] 

Adding these two we get,  

(
𝜕2

𝜕𝑥2
 + 

𝜕2

𝜕𝑦2
)u2 = 2[ u 

𝜕2𝑢

𝜕𝑥2
 + (

𝜕𝑢

𝜕𝑥
)2+ u 

𝜕2𝑢

𝜕𝑦2
 + (

𝜕𝑢

𝜕𝑦
)2]  

                             = 2[(
𝜕𝑢

𝜕𝑥
)2+ (

𝜕𝑢

𝜕𝑦
)2 + u(  

𝜕2𝑢

𝜕𝑥2
+

𝜕2𝑢

𝜕𝑦2
)] 

                    = 2[(
𝜕𝑢

𝜕𝑥
)2+ (-

𝜕𝑣

𝜕𝑥
)2 + 0] (since u is harmonic)  

                   = 2|𝑓𝑙(𝑧)|2   

4. If f(z) is analytic function of z, prove that  (
𝝏𝟐

𝝏𝒙𝟐
 + 

𝝏𝟐

𝝏𝒚𝟐
)| 𝒇(𝒛)| 2 = 4 |𝒇𝒍(𝒛)|2   

Proof: Let f(z) = u+iv be analytic so that 

| 𝑓(𝑧)| 2 = u2+v2 

From previous result we  

(
𝜕2

𝜕𝑥2
 + 

𝜕2

𝜕𝑦2
)u2 = 2|𝑓𝑙(𝑧)|2  ------(1) 

Similarly  

(
𝜕2

𝜕𝑥2
 + 

𝜕2

𝜕𝑦2
)v2 = 2|𝑓𝑙(𝑧)|2  ------(2) 

Adding (1) and (2) , we get 

(
𝜕2

𝜕𝑥2
 + 

𝜕2

𝜕𝑦2
)( u2+v2) = 4|𝑓𝑙(𝑧)|2   

5.Prove that 
𝝏𝟐

𝝏𝒙𝟐
 + 

𝝏𝟐

𝝏𝒚𝟐
 = 4 

𝝏𝟐

𝝏𝒛 𝝏�̅�
  

Proof: We have z =x+iy so that 𝑧̅ = x-iy 

∴ x = 
1

2
 (z+𝑧̅) and y = 

1

2𝑖
 (z-𝑧̅) 

 
𝜕𝑥

𝜕𝑧
 = 

1

2
 , 

𝜕𝑥

𝜕�̅�
 = 

1

2
  , 

𝜕𝑦

𝜕𝑧
 = 

1

2𝑖
 = - 

𝑖

2
 , 

𝜕𝑦

𝜕�̅�
 =  

𝑖

2
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Now 
𝜕

𝜕𝑧
 = 

𝜕

𝜕𝑥
 
𝜕𝑥

𝜕𝑧
 + 

𝜕

𝜕𝑦
 
𝜕𝑦

𝜕𝑧
 = 

𝜕

𝜕𝑥
 
1

2
 + 

𝜕

𝜕𝑦
 
−𝑖

2
 = 

1

2
 (

𝜕

𝜕𝑥
 -𝑖

𝜕

𝜕𝑦
) 

and 
𝜕

𝜕�̅�
 = 

𝜕

𝜕𝑥
 
𝜕𝑥

𝜕�̅�
 + 

𝜕

𝜕𝑦
 
𝜕𝑦

𝜕�̅�
 = 

𝜕

𝜕𝑥
 
1

2
 + 

𝜕

𝜕𝑦
 
𝑖

2
 = 

1

2
 (

𝜕

𝜕𝑥
 +𝑖

𝜕

𝜕𝑦
) 

Multiplying above two equations we get 

𝜕2

𝜕𝑧 𝜕�̅�
 = 

1

2
 (

𝜕

𝜕𝑥
 -𝑖

𝜕

𝜕𝑦
) 

1

2
 (

𝜕

𝜕𝑥
 +𝑖

𝜕

𝜕𝑦
) = 

1

4
 (

𝜕2

𝜕𝑥2
 + 

𝜕2

𝜕𝑦2
) 

i.e 
𝜕2

𝜕𝑥2
 + 

𝜕2

𝜕𝑦2
  = 4

𝜕2

𝜕𝑧 𝜕�̅�
   

6. If w = f(z) is regular function of z prove that ( 
𝝏𝟐

𝝏𝒙𝟐
 + 

𝝏𝟐

𝝏𝒚𝟐
 ) log|𝒇𝒍(𝒛)|= 0 

Proof: We have 
𝜕2

𝜕𝑥2
 + 

𝜕2

𝜕𝑦2
  = 4

𝜕2

𝜕𝑧 𝜕�̅�
  

∴ ( 
𝜕2

𝜕𝑥2
 + 

𝜕2

𝜕𝑦2
 ) log|𝑓𝑙(𝑧)| =4

𝜕2

𝜕𝑧 𝜕�̅�
 log|𝑓𝑙(𝑧)| 

                                = 4
𝜕2

𝜕𝑧 𝜕�̅�
 
1

2
log|𝑓𝑙(𝑧)|2 

                          = 4
𝜕2

𝜕𝑧 𝜕�̅�
 
1

2
log {𝑓𝑙(𝑧) 𝑓𝑙(𝑧) ̅̅ ̅̅ ̅̅ ̅̅ } 

                        = 2
𝜕2

𝜕𝑧 𝜕�̅�
 log {𝑓𝑙(𝑧) 𝑓𝑙(�̅�)} 

               =2
𝜕2

𝜕𝑧 𝜕�̅�
 {log 𝑓𝑙(𝑧) + log 𝑓𝑙(�̅�)} 

              = 2
𝜕

𝜕𝑧
 (

𝜕

𝜕�̅�
{log 𝑓𝑙(𝑧) + log 𝑓𝑙(�̅�)}) 

              = 2
𝜕

𝜕𝑧
 (0 + 

1

𝑓𝑙(�̅�)
 𝑓𝑙𝑙(�̅�)) 

              = 0 

Thus ( 
𝜕2

𝜕𝑥2
 + 

𝜕2

𝜕𝑦2
 ) log|𝑓𝑙(𝑧)|= 0 

7. If f(z) = u+iv is analytic then prove that  
𝝏(𝒖,𝒗)

𝝏(𝒙,𝒚)
 = (

𝝏𝒖

𝝏𝒙
)2+ (

𝝏𝒖

𝝏𝒚
)2 

OR  

J(u,v) = (
𝝏𝒖

𝝏𝒙
)2+ (

𝝏𝒖

𝝏𝒚
)2  = (ux)2 + (uy)2  

Proof: Now f(z) = u+iv be analytic 
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∴ 
𝜕(𝑢,𝑣)

𝜕(𝑥,𝑦)
 = |

𝜕𝑢

𝜕𝑥

𝜕𝑢

𝜕𝑦

𝜕𝑣

𝜕𝑥

𝜕𝑣

𝜕𝑦

| = |

𝜕𝑢

𝜕𝑥

𝜕𝑢

𝜕𝑦

−
𝜕𝑢

𝜕𝑦

𝜕𝑢

𝜕𝑥

|  ----by C-R equns. 

                = (
𝜕𝑢

𝜕𝑥
)2+ (

𝜕𝑢

𝜕𝑦
)2   

Examples of functions where C-R equations are satisfied at origin but 

f1(0) does not exist 

1. Prove that the function f(z) = u+iv where f(z) = 
𝒙𝟑(𝟏+𝒊)−𝒚𝟑(𝟏−𝒊)

𝒙𝟐+𝒚𝟐
 (z≠ 𝟎) 

                                                                                     f(0) = 0 is continuous and that Cauchy-
Riemann equations are satisfied at the origin, yet fl(z) does not exist there. 
Soln: Let the function be f(z) = u+iv  

                              =  
𝑥3(1+𝑖)−𝑦3(1−𝑖)

𝑥2+𝑦2
 (z≠ 0) 

                       f(0) = 0 = u(0,0)+i v(0,0) 

where u(x,y) = 
𝑥3−𝑦3

𝑥2+𝑦2
 ,    v (x,y)= 

𝑥3+𝑦3

𝑥2+𝑦2
 

Clearly u and v are rational functions with non zero Dr and hence they exist and 
continuous.  

 f(z) = u+iv is continuous. 

Next C-R equations at  origin, 

𝜕𝑢

𝜕𝑥
 = lim

𝑥→0

𝑢(𝑥,0)−𝑢(0,0)

𝑥
 = lim

𝑥→0

𝑥−0

𝑥
=1 

𝜕𝑢

𝜕𝑦
 = lim

𝑦→0

𝑢(0,𝑦)−𝑢(0,0)

𝑦
= lim

𝑦→0

−𝑦−0

𝑦
=-1 

𝜕𝑣

𝜕𝑥
 = lim

𝑥→0

𝑣(𝑥,0)−𝑣(0,0)

𝑥
 = lim

𝑥→0

𝑥−0

𝑥
= 1 

𝜕𝑣

𝜕𝑦
 = lim

𝑦→0

𝑣(0,𝑦)−𝑣(0,0)

𝑦
 = lim

𝑦→0

𝑦−0

𝑦
=1 

Hence C-R equations are satisfied at the origin. 

Again,fl(0)=lim
𝑧→0

𝑓(𝑧)−𝑓(0)

𝑧
 

= lim
𝑧→0

𝑥3(1+𝑖)−𝑦3(1−𝑖)

(𝑥2+𝑦2)(𝑥+𝑖𝑦)
 



KLESociety’s G.I. Bagewadi College, Nipani 
 

40 
 

Let z→0 along y= mx ,  

= lim
𝑥→0

𝑥3(1+𝑖)−𝑚3𝑥3(1−𝑖)

(𝑥2+𝑚2𝑥2)(𝑥+𝑖𝑚𝑥)
 = lim

𝑥→0

𝑥3[(1+𝑖)−𝑚3 (1−𝑖)]

𝑥3(1+𝑚2)(1+𝑖𝑚)
 

= 
[(1+𝑖)−𝑚3 (1−𝑖)]

(1+𝑚2)(1+𝑖𝑚)
 which depends on m and hence it is not unique.  

 fl(z) does not exist at zero.  

2.  Prove that the function f(z) = u+iv where f(z) = 
𝒙𝟐𝒚𝟓(𝒙+𝒊𝒚)

𝒙𝟒+𝒚𝟏𝟎
 (z≠ 𝟎) 

                                                                                     f(0) = 0 is continuous and that Cauchy-
Reimann equations are satisfied at the origin, yet fl(z) does not exist there. OR 
examine the nature of the function f(z). 

Soln: Let the function be f(z) = u+iv  

                              =  
𝑥2𝑦5(𝑥+𝑖𝑦)

𝑥4+𝑦10
 (z≠ 0) 

                       f(0) = 0 = u(0,0)+i v(0,0) 

where u(x,y) = 
𝑥3𝑦5

𝑥4+𝑦10
 ,    v (x,y)= 

𝑥2𝑦6

𝑥4+𝑦10
 

Clearly u and v are rational functions with non zero Dr and hence they exist and 
continuous.  

 f(z) = u+iv is continuous. 

Next C-R equations at  origin, 

𝜕𝑢

𝜕𝑥
 = lim

𝑥→0

𝑢(𝑥,0)−𝑢(0,0)

𝑥
 = lim

𝑥→0

0−0

𝑥
=0 

𝜕𝑢

𝜕𝑦
 = lim

𝑦→0

𝑢(0,𝑦)−𝑢(0,0)

𝑦
= lim

𝑦→0

0−0

𝑦
=0 

𝜕𝑣

𝜕𝑥
 = lim

𝑥→0

𝑣(𝑥,0)−𝑣(0,0)

𝑥
 = lim

𝑥→0

0−0

𝑥
= 0 

𝜕𝑣

𝜕𝑦
 = lim

𝑦→0

𝑣(0,𝑦)−𝑣(0,0)

𝑦
 = lim

𝑦→0

0−0

𝑦
=0 

Hence C-R equations are satisfied at the origin. 

Again,fl(0)=lim
𝑧→0

𝑓(𝑧)−𝑓(0)

𝑧
   =lim

𝑧→0

𝑥2𝑦5(𝑥+𝑖𝑦)−0

(𝑥4+𝑦10)(𝑥+𝑖𝑦)
 

=lim
𝑧→0

𝑥2𝑦5

(𝑥4+𝑦10)
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Let z→0 along y= mx ,  

= lim
𝑥→0

𝑥2𝑚5𝑥5

(𝑥4+𝑚10𝑥10)
 = lim

𝑥→0

𝑥7𝑚5

𝑥4(1+𝑚10𝑥6)
 = 0  

Now Let z→0 along y5= x2 , then  

fl(z) = lim
𝑥→0

𝑥2𝑥2

(𝑥4+𝑥4)
 = ½  

Thus limits along y=mx and along the curve y5= x2 are not same.  

 fl(z) does not exist at zero. 

3. Prove that the function f(z) = √|𝒙𝒚| is not regular at the origin, although Cauchy-

Reimann equations are satisfied at the origin. 

Soln: Let the function be f(z) = u+iv where u = √|𝑥𝑦| and v = 0 . 

At the origin, 

𝜕𝑢

𝜕𝑥
 = lim

𝑥→0

𝑢(𝑥,0)−𝑢(0,0)

𝑥
 = lim

𝑥→0

0−0

𝑥
=0 

𝜕𝑢

𝜕𝑦
 = lim

𝑦→0

𝑢(0,𝑦)−𝑢(0,0)

𝑦
 = lim

𝑦→0

0−0

𝑦
=0 

𝜕𝑣

𝜕𝑥
 = lim

𝑥→0

𝑣(𝑥,0)−𝑣(0,0)

𝑥
 = lim

𝑥→0

0−0

𝑥
= 0 

𝜕𝑣

𝜕𝑦
 = lim

𝑦→0

𝑣(0,𝑦)−𝑣(0,0)

𝑦
 = lim

𝑦→0

0−0

𝑦
=0 

Hence C-R equations are satisfied at the origin. 

Again,fl(0)=lim
𝑧→0

𝑓(𝑧)−𝑓(0)

𝑧
= lim

𝑧→0

√|𝑥𝑦|

𝑥+𝑖𝑦
 

Let z→0 along y= mx ,  

∴ fl(0) = lim
𝑧→0

√|𝑚𝑥2|

𝑥+𝑖𝑚𝑥
 = lim

𝑧→0

√|𝑚|

1+𝑖𝑚
  

which depends on m, hence fl(0) is not unique. 

∴ f(z) is not analytic at origin even though C-R equations are satisfied at the origin. 

4. Prove that𝐥𝐢𝐦𝒛→𝟎
�̅�

𝒛
  does not exist. 

Soln.: Now lim𝑧→0
�̅�

𝑧
 = lim(𝑥,𝑦)→(0,0)

𝑥−𝑖𝑦

𝑥+𝑖𝑦
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Let (𝑥, 𝑦) → (0,0) along x axis then y=0, we get 

lim(𝑥,𝑦)→(0,0)
𝑥−𝑖𝑦

𝑥+𝑖𝑦
= lim𝑥→0)

𝑥

𝑥
 =  1 

Let (𝑥, 𝑦) → (0,0) along y axis then x=0, we get 

lim(𝑥,𝑦)→(0,0)
𝑥−𝑖𝑦

𝑥+𝑖𝑦
= lim𝑦→0)

−𝑖𝑦

𝑖𝑦
 =  - 1 

Thus limit is not unique and hence 𝐥𝐢𝐦𝒛→𝟎
�̅�

𝒛
  does not exist. 

 5. If f(z) = 
𝒙𝟐𝒚(𝒚−𝒊𝒙)

𝒙𝟔+𝒚𝟐
 (z≠ 𝟎) 

             f(0) = 0  

show that fl(z) does not exist at origin. 

 

 

 

 

 

 

 

 

 

ASSIGNMENT QUESTIONS ON UNIT I 

1. Use the C-R equations to show that the following functions are 

differentiable(analytic) and find fl(z) 

a) f(z) =iz+4i      (b) f(z) = z2       (c) f(z) =-2(xy+x) +i(x2 – 2y – y2) 

[Hint:  First write f(z) in terms of u+iv , get u and v and then proceed.] 

2. Show that f(z) = 
𝑦+𝑖𝑥

𝑥2+𝑦2
 , is differentiable for all z≠0, ie to prove analytic means 

satisfying C-R equations. 
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3. Show that f(z) = e2xy[cos(y2 – x2)  + I sin(y2 –x2) is differentiable for all z, ie to 

prove analytic ( satisfying C-R equations.) 

4. Show that following functions are nowhere differentiable i.e not analytic. 

a) f(z) =𝑧̅      b)g(z) = z+𝑧̅    c)h(z) = eycosx + I eysinx 

5. If (z) = x3+ 3xy2 +i(y3 + 3xy2),  is f analytic? Why? 

6. If (z) = 8x - x3 - xy2 +i(y3 + xy2 -8y),  is f analytic? Why? 

7. Find the analytic function f(z) = u+iv given tha following 

a) U = y3 -3xy2,       b) u(x,y) = sinx sinhy    c) v(x,y)= ex siny     d) v(x,y)= sinx sinhy 

8. Find the constants a and b such tha function f(z) =(2x-y) +I (ax+by) is 

differentiable for all z, analytic .(Hint: Apply C-R equations and find a and b) 

9.  

 

********************************************************************** 
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4. Obtain Laurent’s series for f(z) = 
𝟒𝐳+𝟑

𝐳(𝐳+𝟐)(𝐳−𝟑)
  (i) within lzl = 1 (ii)   2<lzl<3     

(iii) lzl>3 

Soln.: Given function f(z) = 
4z+3

z(z+2)(z−3)
  =  

A

z
 + 

B

(z+2)
 + 

C

(z−3)
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                                                                = 
− 

1

2

z
 + 

− 
1

2

(z+2)
 + 

1

(z−3)
 

 

              f(z) = 
− 1

2z
 + 

− 1

2(z+2)
 + 

1

(z−3)
 

 

(i) When lzl < 1  => lzl < 2    and lzl < 3 

                                       ∴      
𝐥𝐳𝐥

𝟐
 < 1   and 

𝐥𝐳𝐥

𝟑
 < 1   

  

      Then f(z) = 
− 1

2z
 + 

− 1

2 (2)(1+
z

2
)
 + 

1

 (−3)(1−
z

3
)
   

 

                     = 
− 1

2z
 - 

 1

4
 (1 +

z

2
)−1- 

1

3 
  (1 −

z

3
)−1 

                      

= 
− 1

2z
 - 

 1

4
 (1 −

z

2
 + (

z

2
)2−(

z

2
)3 + −−) - 

1

3 
  (1 +

z

3
 + (

z

3
)2+(

z

3
)3 + − − −) 

 

=  
− 1

2z
 - 

 1

4
∑ (−1)𝑛(

z

2
)𝑛∞

𝑛=0   - 
 1

3
∑ (

z

3
)𝑛∞

𝑛=0  Laurent’s series 

 

(ii) When 2< lzl < 3  => lzl > 2    and lzl < 3 

                                       ∴      
𝟐

𝐥𝐳𝐥
 < 1   and 

𝐥𝐳𝐥

𝟑
 < 1   

  

Then f(z) = 
− 1

2z
 + 

− 1

2 (z)(1+
2

𝑧
)
 + 

1

 (−3)(1−
z

3
)
   

 

 = 
− 1

2z
 - 

 1

2z
 (1 +

2

𝑧
)−1- 

1

3 
  (1 −

z

3
)−1 

 

 = 
− 1

2z
 - 

 1

2z
 (1 −

2

𝑧
 + (

2

𝑧
)2−(

2

𝑧
)3 + −−) - 

1

3 
  (1 +

z

3
 + (

z

3
)2+(

z

3
)3 + −−) 

 

f(z) =  
− 𝟏

𝟐𝐳
 - 

 𝟏

𝟐𝐳
∑ (−𝟏)𝒏(

𝟐

𝒛
)𝒏∞

𝒏=𝟎   - 
 𝟏

𝟑
∑ (

𝐳

𝟑
)𝒏∞

𝒏=𝟎  

 

(iii) When lzl > 3  => lzl > 2     
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                ∴      
𝟑

𝐥𝐳𝐥
 < 1   and 

𝟐

𝐥𝐳𝐥
 < 1   

  

Then f(z) = 
− 1

2z
 + 

− 1

2 (z)(1+
2

𝑧
)
 + 

1

 (z)(1− 
3

𝑧
)
   

 

 = 
− 1

2z
 - 

 1

2z
 (1 +

2

𝑧
)−1+ 

1

z 
  (1 −

3

𝑧
)−1 

 

 = 
− 1

2z
 - 

 1

2z
 (1 −

2

𝑧
 + (

2

𝑧
)2−(

2

𝑧
)3 + −−) + 

1

z 
  (1 +

3

𝑧
 + (

3

𝑧
)2+(

3

𝑧
)3 + −−) 

 

f(z) =  
− 𝟏

𝟐𝐳
 - 

 𝟏

𝟐𝐳
∑ (−𝟏)𝒏(

𝟐

𝒛
)𝒏∞

𝒏=𝟎   + 
 𝟏

𝐳
∑ (

3

𝑧
)𝒏∞

𝒏=𝟎  

 

5. Obtain Laurent’s series for f(z) = 
𝟒𝐳+𝟑

(𝐳+𝟐)(𝐳−𝟑)
  (i) within lzl <2     (ii)   2<lzl<3     

(iii) lzl>3      [2013] 

 

  Soln.: Given function f(z) = 
4z+3

(z+2)(z−3)
  =   

1

(z+2)
 + 

3

(z−3)
 

                                                                

                                                        f(z) = 
1

(z+2)
 + 

3

(z−3)
 

 

(i) When lzl < 2    => lzl < 3 

                                       ∴      
𝐥𝐳𝐥

𝟐
 < 1   and 

𝐥𝐳𝐥

𝟑
 < 1   

  

      Then f(z) = 
1

2 (2)(1+
z

2
)
 + 

3

 (−3)(1−
z

3
)
   

 

                     =   
 1

4
 (1 +

z

2
)−1-   (1 −

z

3
)−1 

                      

=   
 1

4
 (1 −

z

2
 + (

z

2
)2−(

z

2
)3 + −−) -   (1 +

z

3
 + (

z

3
)2+(

z

3
)3 + − − −) 

 

=    
 1

4
∑ (−1)𝑛(

z

2
)𝑛∞

𝑛=0   - ∑ (
z

3
)𝑛∞

𝑛=0  Taylor’s series 
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(ii) When 2< lzl < 3  => lzl > 2    and lzl < 3 

                                       ∴      
𝟐

𝐥𝐳𝐥
 < 1   and 

𝐥𝐳𝐥

𝟑
 < 1   

  

Then f(z) =   
1

2 (z)(1+
2

𝑧
)
 + 

3

 (−3)(1−
z

3
)
   

 

 =   
 1

2z
 (1 +

2

𝑧
)−1-   (1 −

z

3
)−1 

 

 =   
 1

2z
 (1 −

2

𝑧
 + (

2

𝑧
)2−(

2

𝑧
)3 + −−) -   (1 +

z

3
 + (

z

3
)2+(

z

3
)3 + −−) 

 

f(z) =    
 𝟏

𝟐𝐳
∑ (−𝟏)𝒏(

𝟐

𝒛
)𝒏∞

𝒏=𝟎   - ∑ (
𝐳

𝟑
)𝒏∞

𝒏=𝟎  

 

(iii) When lzl > 3  => lzl > 2     

                ∴      
𝟑

𝐥𝐳𝐥
 < 1   and 

𝟐

𝐥𝐳𝐥
 < 1   

  

Then f(z) =  
 1

2 (z)(1+
2

𝑧
)
 + 

3

 (z)(1− 
3

𝑧
)
   

 

               =   
 1

2z
 (1 +

2

𝑧
)−1+ 

3

z 
  (1 −

3

𝑧
)−1 

 

 =   
 1

2z
 (1 −

2

𝑧
 + (

2

𝑧
)2−(

2

𝑧
)3 + −−) + 

3

z 
  (1 +

3

𝑧
 + (

3

𝑧
)2+(

3

𝑧
)3 + −−) 

 

f(z) =    
 𝟏

𝟐𝐳
∑ (−𝟏)𝒏(

𝟐

𝒛
)𝒏∞

𝒏=𝟎   + 
 𝟑

𝐳
∑ (

3

𝑧
)𝒏∞

𝒏=𝟎  

6.Expand the function f(z) = 
𝐳+𝟑

𝐳 (𝐳𝟐−𝐳−𝟐)
  interms of powes z, when (i) lzl < 1 (ii)   

1<lzl<2     (iii) lzl>2       

 Soln.: Given function f(z) = 
z+3

z(z+1)(z−2)
  = 

A

z
  + 

B

(z+1)
 + 

C

(z−2)
 

                                                                

                                   f(z) = 
− 

3

2

z
  + 

2

3

(z+1)
 + 

5

6

(z−2)
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                                   f(z) = 
− 3

2z
  +

2

3(z+1)
 + 

5

6(z−2)
 

 

 

(i) When lzl < 1    => lzl < 2 

                          ∴ lzl < 1 and  
𝐥𝐳𝐥

𝟐
 < 1    

  

      Then f(z) = 
− 3

2z
  + 

2

3(1+z)
 + 

5

6(−2)(1−
z

2
)
 

   

                     = 
− 3

2z
 + 

 2

3
 (1 + 𝑧)−1- 

5

12 
  (1 −

z

2
)−1 

                      

= 
− 3

2z
 + 

 2

3
 (1 − 𝑧 + (𝑧)2−(𝑧)3 + −) - 

5

12 
  (1 +

z

2
 + (

z

2
)2+(

z

2
)3 + −−) 

 

=  
− 3

2z
 + 

 2

3
∑ (−1)𝑛(𝑧)𝑛∞

𝑛=0   - 
 5

12
∑ (

z

2
)𝑛∞

𝑛=0  Laurent’s series 

 

(ii) When 1< lzl < 2  => lzl > 1    and lzl < 2 

                                       ∴      
𝟏

𝐥𝐳𝐥
 < 1   and 

𝐥𝐳𝐥

𝟐
 < 1   

  

Then f(z) =  
− 3

2z
 + 

2

3 (z)(1+
1

𝑧
)
  + 

5

6(−2)(1−
z

2
)
 

 

 = 
− 3

2z
 +  

 2

3z
 (1 +

1

𝑧
)−1- 

5

12 
  (1 −

z

2
)−1 

 

 

 =  
− 3

2z
 + 

 2

3z
 (1 −

1

𝑧
 + (

1

𝑧
)2−(

1

𝑧
)3 + −−) - 

5

12 
 (1 +

z

2
 + (

z

2
)2+(

z

2
)3 + −−) 

 

f(z) =  
− 𝟑

𝟐𝐳
 +  

 2

3z
∑ (−𝟏)𝒏(

𝟏

𝒛
)𝒏∞

𝒏=𝟎   - 
 𝟓

𝟏𝟐
∑ (

𝐳

𝟐
)𝒏∞

𝒏=𝟎  

 

(iii) When lzl > 2  => lzl > 1     

                ∴      
𝟐

𝐥𝐳𝐥
 < 1   and 

𝟏

𝐥𝐳𝐥
 < 1   



K.L. E. Society’s G. I. Bagewadi College, Nipani 
 

  

Then f(z) = 
− 3

2z
 + 

2

3 (z)(1+
1

𝑧
)
  + 

5

6(𝑧)(1−
2

𝑧
)
 

   

 

               =     
− 3

2z
   +  

 2

3z
 (1 +

1

𝑧
)−1+ 

5

6z 
  (1 −

2

𝑧
)−1 

 

 = 
− 3

2z
 +  

 1

2z
 (1 −

1

𝑧
 + (

1

𝑧
)2−(

1

𝑧
)3 + −−) + 

5

6z 
 (1 +

2

𝑧
 + (

2

𝑧
)2+(

2

𝑧
)3 + −−) 

 

f(z) = 
− 3

2z
  + 

 𝟏

𝟐𝐳
∑ (−𝟏)𝒏(

𝟏

𝒛
)𝒏∞

𝒏=𝟎   + 
5

6z 
∑ (

2

𝑧
)𝒏∞

𝒏=𝟎  
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7. Expand the function f(z) = 
𝟐𝐳+𝟏

z(z−2)(2z−3)  
  interms of powers z, when  

(i) lzl < 3/2 (ii)   3/2<lzl<2     (iii) lzl>2                                        [2017] 
 

Soln.: Given function f(z) = 
𝟐𝐳+𝟏

z(z−2)(2z−3)  
  =  

A

z
 + 

B

(z−2)
 + 

C

(2z−3)
 

                                                                = 
 
1

6

z
 + 

5

2

(z−2)
 + 

−
16

3

(2z−3)
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     ∴         f(z) = 
 1

6z
  - 

16

3(2z−3)
+  

5

2(z−2)
 

 

(i) When lzl < 3/2  => lzl < 2                                         

  ∴      
𝟐𝐥𝐳𝐥

𝟑
 < 1   and 

𝐥𝐳𝐥

𝟐
 < 1   

  

      Then f(z) = 
 1

6z
 - 

16

3(−3)(1−
𝟐𝐳

𝟑
)
+ 

5

2(−2)(1−
𝐳

𝟐
)
  

 

                     = 
1

6z
 + 

16

9 
  (1 −

2z

3
)−1- 

 5

4
 (1 −

z

2
)−1 

                      

= 
 1

6z
 + 

16

9 
  (1 +

2z

3
 + (

2z

3
)2+(

2z

3
)3 + −−)- 

 5

4
 (1 +

z

2
 + (

z

2
)2+(

z

2
)3 + −−)  

 

=  
 1

6z
 +  

 16

9
∑ (

2z

3
)𝑛∞

𝑛=0 - 
 5

4
∑ (

z

2
)𝑛∞

𝑛=0    Laurent’s series 

 

(ii) When 3/2< lzl < 2  => lzl > 3/2    and lzl < 2 

   ∴      
𝟑

𝟐𝐥𝐳𝐥
 < 1   and 

𝐥𝐳𝐥

𝟐
 < 1                     [ f(z) = 

 1

6z
  - 

16

3(2z−3)
+  

5

2(z−2)
] 

 

Then f(z) = 
 1

6z
 -  

16

3(2z)(1−
𝟑

𝟐𝒛
)
 + 

5

2(−2)(1−
𝐳

𝟐
)
                                                              

  

 = 
1

6z
 -  

 8

3z
 (1 −

3

2𝑧
)−1 - 

 5

4
 (1 −

z

2
)−1 

 

 = 
 1

6z
 - 

 8

3z
 (1 +

3

2𝑧
 + (

3

2𝑧
)2+(

3

2𝑧
)3 + −−) - 

5

4 
  (1 +

z

2
 + (

z

2
)2+(

z

2
)3 + −−) 

 

f(z) =  
 𝟏

𝟔𝐳
 +  

 𝟖

𝟑𝐳
∑ (

𝟑

𝟐𝒛
)𝒏∞

𝒏=𝟎   - 
 5

4
∑ (

z

2
)𝑛∞

𝑛=0  

 

(iii) When lzl > 2  => lzl > 3/2     

           ∴      
𝟐

𝐥𝐳𝐥
 < 1   and 

𝟑

𝟐𝐥𝐳𝐥
 < 1                 [ f(z) = 

 1

6z
  - 

16

3(2z−3)
+  

5

2(z−2)
] 
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 Then f(z) = 
 1

6z
 -  

16

3(2z)(1−
𝟑

𝟐𝒛
)
 + 

5

2z(1−
𝟐

𝒛
)
  

 

 = 
1

6z
 - 

 8

3z
 (1 −

3

2𝑧
)−1 + 

 5

2z
 (1 −

2

𝑧
)−1 

 

 = 
 1

6z
 - 

 8

3z
 (1 +

3

2𝑧
 + (

3

2𝑧
)2+(

3

2𝑧
)3 + −) + 

5

2z 
(1 +

2

𝑧
 + (

2

𝑧
)2+(

2

𝑧
)3 + −−) 

 

f(z) =  
 𝟏

𝟔𝐳
 -  

 𝟖

𝟑𝐳
∑ (

𝟑

𝟐𝒛
)𝒏∞

𝒏=𝟎   + 
 5

2z
∑ (

2

𝑧
)𝑛∞

𝑛=0  

 

8. Expand the function f(z) = 
𝟏

𝒛(𝒛𝟐+𝟏)
  interms of powes z, when  

(i) 0<lzl < 1 (ii)   (iii) lzl>1                                                    [2018] 

Soln.: Now f(z) = 
1

𝑧(𝑧2+1)
  =  

𝐴

𝑧
+  

𝐵𝑧+𝐶

(𝑧2+1)
  

                     i.e 1 = 1(𝑧2 + 1) + (𝐵𝑧 + 𝐶)𝑧 
   Equating coeffts of z2 and Z on both the sides we get, 1+B =0 & C=0  

   =>B= -1 and C =0 

∴  f(z) = 
1

𝑧(𝑧2+1)
 = 

1

𝑧
+ 

(−1)𝑧

(𝑧2+1)
 

i.e   f(z) = 
1

𝑧
− 

𝑧

(𝑧2+1)
 

 
(i) If lzl<1 => lzl2<1 

∴ 𝑓(𝑧) =  
1

𝑧
− 

𝑧

(𝑧2+1)
 

             = 
1

𝑧
−  𝑧(1+z2)-1  = 

1

𝑧
− z(1-z2 +z4-+-------------------) 

             =  
1

𝑧
− (z-z3 +z5- +-------------------) 

             = 
1

𝑧
− ∑ (−𝟏)𝒏(𝒛)𝟐𝒏−𝟏∞

𝒏=𝟎    

(ii) If lzl>1 => lzl2 >1 => 
1

|𝑧|2 <1 
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∴ 𝑓(𝑧) =  
1

𝑧
− 

𝑧

𝑧2 (1+
1

𝑧2)
 = 

1

𝑧
− 

1

𝑧(1+
1

𝑧2)
 

             = 
1

𝑧
−

1

𝑧
 (1+ 

1

𝑧2)-1  = 
1

𝑧
− 

1

𝑧
 (1 -  

1

𝑧2 +  
1

𝑧4--------------) 

            = ∑ (−𝟏)𝒏−𝟏(
1

𝑧
)𝟐𝒏+𝟏∞

𝒏=𝟏    

9. Expand the function f(z) = 
𝟏

𝒛(𝒛𝟐−𝟏)
  interms of powers z, when  

(i) 0<lzl < 1 (ii)   lzl>1                    (2017 Repeaters)  

10.   Expand the function f(z) = 
𝟏

𝒛(𝒛−𝟑)
  interms of powers z-1, when  

(i) 0<lz-1l < 1 (ii) 1<lz-1l < 2    (iii) lz-1l>2 

Soln.: Now f(z) = 
1

𝑧(𝑧−3)
   

Put z-1 =t => z = 1+t 

 

∴ 𝑓(𝑡) =  
1

𝑧(𝑧−3)
=  

1

(1+𝑡)(𝑡−2)
=  

𝐴

(𝑡+1)
+  

𝐵

(𝑡−2)
       

                                                        =   
−

1

3

(𝑡+1)
+  

1

3

(𝑡−2)
 = 

−1

3(𝑡+1)
+  

1

3(𝑡−2)
 

(i) When 0<lz-1l < 1   i.e 0<  ltl < 1 => ltl < 2 

                                                    =>  
|𝑡|

2
 < 1 

 Then 𝑓(𝑡) = 
−1

3(1+𝑡)
+  

1

3(−2)(1−
𝑡

2
)
 

              = 
−1

3
(1 + 𝑡)−1 −  

1

6
(1 −

𝑡

2
)−1 

              = 
−1

3
(1 –t + 𝑡2- 𝑡3+ -----) - 

1

6
 (1 + 

𝑡

2
 + (

𝑡

2
)2 +---------) 
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               = 
−1

3
∑ (−1)𝑛∞

𝑛=0 (𝑡)𝑛 - 
1

6
 ∑ (

𝑡

2
)𝑛∞

𝑛=0  

i.e f(z) = 
−1

3
∑ (−1)𝑛∞

𝑛=0 (𝑧 − 1)𝑛 - 
1

6
 ∑ (

𝑧−1

2
)𝑛∞

𝑛=0  

 (ii) 1<lz-1l < 2   i.e  1<ltl < 2  

                           i.e    1<ltl     &      ltl < 2  

                        =>  
1

𝑙𝑡𝑙
 <1         & 

𝑙𝑡𝑙

2
 <1             [ 𝑓(𝑡) = 

−1

3(𝑡+1)
+  

1

3(𝑡−2)
] 

∴  𝑓(𝑡) = 
−1

3𝑡(1+
1

𝑡
)

+  
1

3(−2)(1−
𝑡

2
)
        

             = 
−1

3𝑡
(1 +

1

𝑡
)−1 −  

1

6
(1 −

𝑡

2
)−1       

              = 
−1

3𝑡
∑ (−1)𝑛(

1

𝑡
)𝑛∞

𝑛=0  - 
1

6
 ∑ (

𝑡

2
)𝑛∞

𝑛=0  

    i.e f(z) = 
−1

3(𝑧−1)
∑ (−1)𝑛(

1

𝑧−1
)𝑛∞

𝑛=0  - 
1

6
 ∑ (

𝑧−1

2
)𝑛∞

𝑛=0  

       (iii) When lz-1l>2  i.e ltl>2  => ltl>1 

                                   => 
2 

𝑙𝑡𝑙
 <1  and 

1

𝑙𝑡𝑙
 <1          [ 𝑓(𝑡) = 

−1

3(𝑡+1)
+  

1

3(𝑡−2)
]       

∴  𝑓(𝑡) = 
−1

3𝑡(1+
1

𝑡
)

+  
1

3(𝑡)(1−
2

𝑡
)
        

             = 
−1

3𝑡
(1 +

1

𝑡
)−1 +  

1

3𝑡
(1 −

2

𝑡
)−1       

              = 
−1

3𝑡
∑ (−1)𝑛(

1

𝑡
)𝑛∞

𝑛=0  + 
1

3𝑡
 ∑ (

2

𝑡
)𝑛∞

𝑛=0  

i.e f(z) = 
−1

3(𝑧−1)
∑ (−1)𝑛(

1

𝑧−1
)𝑛∞

𝑛=0  + 
1

3(𝑧−1)
 ∑ (

2

(𝑧−1)
)𝑛∞

𝑛=0  
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Revision i.e Bridge Course 

Function of independent variable: 

If x is a variable choosing independently and u is a function of x i.e 

 u = f(x) then u is called function of independent variable x and in 

this case differentiation of u w.r.t x is 
𝒅𝒖

𝒅𝒙
 , ordinary differentiation. 

 

Similarly if x and y are independent variables and u = f(x, y) then u 

is function of independent variables x and yand in this case 

differentiation of u w.r.t x is
𝝏𝒖

𝝏𝒙
& differentiation of u w.r.t y is  

𝝏𝒖

𝝏𝒚  
which are partial differentiations. 

For example: If u = x2 then u is function of single independent 

variable x and if u = x2 + y2 then u is function of two independent 

variables x and y. 

Explicit and Implicit function:  

(i) Explicit function: If  u and v are directly function of x and y 

then u is called explicit function of x and y .  

i.e u= u(x,y)   and v= v(x,y) are explicit functions of x and 

y. 
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For example: u = x+y  and v=xy  then u and v are explicit functions 

of x and y. 

Partial differentiation in case of explicit function: 

If u= u(x, y) and v = v(x, y) explicit functions of independent 

variables x and y then
𝝏𝒖

𝝏𝒙
 = 

𝒅𝒖

𝒅𝒙
(𝐭𝐫𝐞𝐚𝐭𝐢𝐧𝐠  𝐲  𝐜𝐨𝐧𝐬𝐭𝐚𝐧𝐭) and 

𝝏𝒖

𝝏𝒚
 =  

𝒅𝒖

𝒅𝒚
(treating  x  constant). 

(ii) Implicit function :If u and v are not directly functions of x 

and y , i.eif u, v, x, y are all interrelated then it is called 

implicitfunction.i.e f(x,y,u,v)=0 

For example:  u +v –x-y+z=0 ,uv = y+z  , uvw =z are examples of 

implicit function. 

Partial differentiation in case of implicit function: 

If x and y are two variables and u, v are implicit functions of 

x and y ,i.e F(u,v, x,y) =0 be implicit function then 

differentiation of F w.r.t x is 
𝝏𝑭

𝝏𝒖
∙

𝝏𝒖

𝝏𝒙
 + 

𝝏𝑭

𝝏𝒗
∙

𝝏𝒗

𝝏𝒙
 + 

𝝏𝑭

𝝏𝒙
∙

𝝏𝒙

𝝏𝒙
 + 

𝝏𝑭

𝝏𝒚
∙

𝝏𝒚

𝝏𝒙
 =0 

i.e
𝝏𝑭

𝝏𝒖
∙

𝝏𝒖

𝝏𝒙
 + 

𝝏𝑭

𝝏𝒗
∙

𝝏𝒗

𝝏𝒙
 + 

𝝏𝑭

𝝏𝒙
  + 

𝝏𝑭

𝝏𝒚
∙

𝝏𝒚

𝝏𝒙
 =0---------(1) 

If x and y are independent then
𝝏𝒚

𝝏𝒙
 =0  and hence (1) becomes 

𝝏𝑭

𝝏𝒖
∙

𝝏𝒖

𝝏𝒙
 + 

𝝏𝑭

𝝏𝒗
∙

𝝏𝒗

𝝏𝒙
 + 

𝝏𝑭

𝝏𝒙
   =0 

Similarlydifferentiation of F w.r.t y is 
𝝏𝑭

𝝏𝒖
∙

𝝏𝒖

𝝏𝒚
 + 

𝝏𝑭

𝝏𝒗
∙

𝝏𝒗

𝝏𝒚
 + 

𝝏𝑭

𝝏𝒚
   =0 
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For example: If u2 +v2=x2+y2, then it is written as F = u2 +v2-x2-y2=0 

Then differentiation of F w.r.t x  is 
𝝏𝑭

𝝏𝒖
∙

𝝏𝒖

𝝏𝒙
 + 

𝝏𝑭

𝝏𝒗
∙

𝝏𝒗

𝝏𝒙
 + 

𝝏𝑭

𝝏𝒙
   =0 

i.e𝟐𝒖 ∙
𝝏𝒖

𝝏𝒙
 + 𝟐𝒗 ∙

𝝏𝒗

𝝏𝒙
 + −𝟐𝒙   =0i.e𝒖

𝝏𝒖

𝝏𝒙
 + 𝒗

𝝏𝒗

𝝏𝒙
− 𝒙   =0 

and 𝒖
𝝏𝒖

𝝏𝒚
 + 𝒗

𝝏𝒗

𝝏𝒚
− 𝒚   =0 

 

Chain Rule for partial differentiation: 

If u is a function of x and y and x, y are functions of t then  

𝝏𝒖

𝝏𝒕
= 

𝝏𝒖

𝝏𝒙

𝝏𝒙

𝝏𝒕
 + 

𝝏𝒖

𝝏𝒚

𝝏𝒚

𝝏𝒕
 

Or  
𝒅𝒖

𝒅𝒕
=

𝝏𝒖

𝝏𝒙

𝒅𝒙

𝒅𝒕
 + 

𝝏𝒖

𝝏𝒚

𝒅𝒚

𝒅𝒕
 

 

Similarly for three variables, If u is a function of x , y and z and x, y 

and z are functions of t then  

𝝏𝒖

𝝏𝒕
 = 

𝝏𝒖

𝝏𝒙

𝝏𝒙

𝝏𝒕
 + 

𝝏𝒖

𝝏𝒚

𝝏𝒚

𝝏𝒕
 +

𝝏𝒖

𝝏𝒛

𝝏𝒛

𝝏𝒕
 

Example: x = r sin 𝜽 cos ∅ ,   y = r sin 𝜽 s𝒊𝒏∅  and z = r cos 𝜽 

Then find 
𝝏𝒙

𝝏𝒓
,   

𝝏𝒙

𝝏𝜽
,  

𝝏𝒙

𝝏∅
,  

𝝏𝒚

𝝏𝒓
,   

𝝏𝒚

𝝏𝜽
,  

𝝏𝒚

𝝏∅
,  

𝝏𝒛

𝝏𝒓
,   

𝝏𝒛

𝝏𝜽
,  

𝝏𝒛

𝝏∅
. 
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Unit II 

Real Analysis I  

Jacobian of order 2 and 3, 

Lagrange’s Mean Value Theorem and 

Tayler’s Theorem 
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Contents of this unit 

• Introduction 

• Definition 

• Theorems on Jacobian (Properties) andExamples 

• Lagrange’s Mean Value Theorem, Taylor’s and Maclaurin’s 

Theorem for function of two variables andExamples 

Introduction: 

We already studied maxima, minima, Taylor’s series, Maclurin’s 

series and so on for function of one variable, in this unit we are 

studying these properties for function of more than one variables. 

An important application of partial differentiation is finding 

maxima and minima of curves and surface. In many applied 

problems of science and engineering a function of two or more 

variables has to be optimized, which can be handled by Lagrange’s 

method of undetermined multipliers. 

I. Jacobian: 

The Jacobian Marix was first developed by Jacobi (1804-1851)a 

German Mathematician. The Jacobian matrix is defined as a matrix 

whose entries are first order partial derivatives of a real n valued 

function with respect to other m variables where all these functions 

are continuous and differentiable. If m=n then matrix  is square 

matrix and determinant of this matrix is called Jacobian 

determinant or simply Jacobian. 

Jacobians are very much useful in multiple integrals in calculating 

area and volume, in solving system  of linear equations, it is used for 

determining probability distribution of variable y. 
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Definition of Jacobian of order Two[2017]:  If u and v are functions 

of two independent variables x and y with continuous partial 

derivatives 

𝝏𝒖

𝝏𝒙
, 

𝝏𝒖

𝝏𝒚
, 

𝝏𝒗

𝝏𝒙
, 

𝝏𝒗

𝝏𝒚
   then the determinant denoted by 

 J = |

𝝏𝒖

𝝏𝒙

𝝏𝒖

𝝏𝒚

𝝏𝒗

𝝏𝒙

𝝏𝒗

𝝏𝒚

|   is called Jacobian or Jacobian determinant of u and v 

with respect to x and y and is denoted by 
𝝏(𝒖,𝒗)

𝝏(𝒙,𝒚)
 = J 

Thus J = 
𝝏(𝒖,𝒗)

𝝏(𝒙,𝒚)
 = |

𝝏𝒖

𝝏𝒙

𝝏𝒖

𝝏𝒚

𝝏𝒗

𝝏𝒙

𝝏𝒗

𝝏𝒚

|   is Jacobian of order 2. 

Similarly we define Jacobian of order 3[2017]: 

If u, v and w are functions of three independent variables x , y and z 

with continuous partial derivatives
𝝏𝒖

𝝏𝒙
, 

𝝏𝒖

𝝏𝒚
, 

𝝏𝒖

𝝏𝒛,

𝝏𝒗

𝝏𝒙
, 

𝝏𝒗

𝝏𝒚
, 

𝝏𝒗

𝝏𝒛,
, 

𝝏𝒘

𝝏𝒙
, 

𝝏𝒘

𝝏𝒚
, 

𝝏𝒘

𝝏𝒛,
 then 

the determinant denoted by 

J = 
|
|

𝝏𝒖

𝝏𝒙

𝝏𝒖

𝝏𝒚

𝝏𝒖

𝝏𝒚

𝝏𝒗

𝝏𝒙

𝝏𝒗

𝝏𝒚

𝝏𝒗

𝝏𝒛,

𝝏𝒘

𝝏𝒙

𝝏𝒘

𝝏𝒚

𝝏𝒘

𝝏𝒚

|
|
 is called Jacobian of u, v and w with respect to x , 

y and z is denoted by 
𝝏(𝒖,𝒗,𝒘)

𝝏(𝒙,𝒚,𝒛)
 = J 

Similarly Jacobian of order n, if f1, f2, -----------fnare functions of 

independent variables x1, x2, --------------xnthen Jacobian of f1, f2, ------
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-----fn w.r.t x1, x2, --------------xn be               J = 

𝝏(𝐟𝟏,𝐟𝟐,−−−−−−−−−−−𝐟𝐧)

𝝏(𝐱𝟏,𝐱𝟐,−−−−−−−−−−−−−−𝐱𝐧)
 = 

|

|

|

𝝏𝒇𝟏

𝝏𝒙𝟏

𝝏𝒇𝟏

𝝏𝒙𝟐

𝝏𝒇𝟏

𝝏𝒙𝟑
− − − − − −

𝝏𝒇𝟏

𝝏𝒙𝒏

𝝏𝒇𝟐

𝝏𝒙𝟏

𝝏𝒇𝟐

𝝏𝒙𝟏

𝝏𝒇𝟐

𝝏𝒙𝟏

𝝏𝒇𝟐

𝝏𝒙𝟏

𝝏𝒇𝒏

𝝏𝒙𝟏

𝝏𝒇𝒏

𝝏𝒙𝟐

𝝏𝒇𝒏

𝝏𝒙𝒏

|

|

|

 

Examples: 

1. If u = xyand  v = x+y then find 
𝝏(𝒖,𝒗)

𝝏(𝒙,𝒚)
. 

Soln: Now u = xyand  v = x+y 

Here 
𝝏𝒖

𝝏𝒙
 = y,     

𝝏𝒖

𝝏𝒚
 = x,   

𝝏𝒗 

𝝏𝒙
=1,    

𝝏𝒗

𝝏𝒚
 = 1 

Then Jacobian 
𝝏(𝒖,𝒗)

𝝏(𝒙,𝒚)
 = |

𝝏𝒖

𝝏𝒙

𝝏𝒖

𝝏𝒚

𝝏𝒗

𝝏𝒙

𝝏𝒗

𝝏𝒚

|= |
𝒚 𝒙
𝟏 𝟏

| = y-x 

2. If u = x2+ y2and  v = 2xy then find 
𝝏(𝒖,𝒗)

𝝏(𝒙,𝒚)
. 

Soln: Now u = x2+ y2and  v = 2xy 

Here 
𝝏𝒖

𝝏𝒙
 = 2x,     

𝝏𝒖

𝝏𝒚
 = 2y,   

𝝏𝒗 

𝝏𝒙
=2y,    

𝝏𝒗

𝝏𝒚
 = 2x 

Then Jacobian 
𝝏(𝒖,𝒗)

𝝏(𝒙,𝒚)
 = |

𝝏𝒖

𝝏𝒙

𝝏𝒖

𝝏𝒚

𝝏𝒗

𝝏𝒙

𝝏𝒗

𝝏𝒚

|= |
𝟐𝒙    𝟐𝒚
𝟐𝒚     𝟐𝒙

| = 4(x2 – y2) 
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3. If u = x+y+z and  v = xy+yz+zx, w = x2+y2+z2 then P.T
𝝏(𝒖,𝒗,𝒘)

𝝏(𝒙,𝒚,𝒛)
=0 

[2015] 

Soln: Nowu = x+y+zand  v = xy+yz+zx, w = x2+y2+z2 

Then
𝝏𝒖

𝝏𝒙
 = 1,   

𝝏𝒖

𝝏𝒚
 = 1,

𝝏𝒖

𝝏𝒛
= 1 

𝝏𝒗  

𝝏𝒙
=y+z,

𝝏𝒗

𝝏𝒚
 =x+z,     

𝝏𝒗

𝝏𝒛
 = x+y 

𝝏𝒘  

𝝏𝒙
=2x ,

𝝏𝒘

𝝏𝒚
 =2y,     

𝝏𝒘

𝝏𝒛
 = 2z 

Then by definition, 

Jacobian J = 
|
|

𝝏𝒖

𝝏𝒙

𝝏𝒖

𝝏𝒚

𝝏𝒖

𝝏𝒛

𝝏𝒗

𝝏𝒙

𝝏𝒗

𝝏𝒚

𝝏𝒗

𝝏𝒛,

𝝏𝒘

𝝏𝒙

𝝏𝒘

𝝏𝒚

𝝏𝒘

𝝏𝒛

|
|
 =  |

𝟏 𝟏 𝟏
𝒚 + 𝒛 𝒙 + 𝒛 𝒙 + 𝒚

𝟐𝒙 𝟐𝒚 𝟐𝒛
| 

=1[(x+z)2z-(x+y)2y]-1[(y+z)2z–(x+y)(2x)]+1[(y+z)2y-(x+z)2x] 

            = 2{[zx + z2- xy –y2] –[yz+z2-x2-xy]+[y2+yz-x2- xz]} 

            = 2{z2–y2-z2+x2+ y2-x2+zx –xy –yz +xy +yz –xz} 

             =0 

Otherwise, use soln of determinant studied in B.Sc I sem. 

i.e J = 
|
|

𝝏𝒖

𝝏𝒙

𝝏𝒖

𝝏𝒚

𝝏𝒖

𝝏𝒛

𝝏𝒗

𝝏𝒙

𝝏𝒗

𝝏𝒚

𝝏𝒗

𝝏𝒛,

𝝏𝒘

𝝏𝒙

𝝏𝒘

𝝏𝒚

𝝏𝒘

𝝏𝒛

|
|
 =  |

𝟏 𝟏 𝟏
𝒚 + 𝒛 𝒙 + 𝒛 𝒙 + 𝒚

𝟐𝒙 𝟐𝒚 𝟐𝒛
| 
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                               = 2 |
𝟏 𝟏 𝟏

𝒚 + 𝒛 𝒙 + 𝒛 𝒙 + 𝒚
𝒙 𝒚 𝒛

| 

                    C2=C2 – C, C3=C3-C1 

=  𝟐 |
𝟏 𝟎 𝟎

𝒚 + 𝒛 𝒙 − 𝒚 𝒙 − 𝒛
𝒙 𝒚 − 𝒙 𝒛 − 𝒙

| 

                                  = 2(x-y)(x-z)|
𝟏 𝟎 𝟎

𝒚 + 𝒛 𝟏  𝟏
𝒙 −𝟏 −𝟏

| 

                                   = 0 as 2nd and 3rd columns are identical. 

4. If  then find Jacobian  

Then find
𝝏(𝒙,𝒚,𝒛)

𝝏(𝒓,𝜽,∅)
 

Soln.:Now x = r sin 𝜽 cos ∅ ,   y = r sin 𝜽 s𝒊𝒏∅  and z = r cos 𝜽 

They all continuous functions  

By definition  

J= 
𝝏(𝒙,𝒚,𝒛)

𝝏(𝒓,𝜽,∅)
= |

|

𝝏𝒙

𝝏𝒓

𝝏𝒙

𝝏𝜽

𝝏𝒙

𝝏∅
𝝏𝒚

𝝏𝒓

𝝏𝒚

𝝏𝜽

𝝏𝒚

𝝏∅
𝝏𝒛

𝝏𝒓

𝝏𝒛

𝝏𝜽

𝝏𝒛

𝝏∅

|
|
 

=  |
sin 𝜃 cos ∅ r cos 𝜃 cos ∅ r sin 𝜃 (−sin ∅)

sin 𝜃 sin ∅ r cos 𝜃 s𝑖𝑛∅ r sin 𝜃 cos∅
cos 𝜃 −r sin 𝜃 0

| 
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= sin 𝜃 cos ∅(0 +r2sin2 𝜃cos ∅) - r cos 𝜃 cos ∅(0 - r sin 𝜃 cos∅ cos 𝜃) 

     + r sin 𝜃 (−sin ∅)[ sin 𝜃 sin ∅(−r sin 𝜃 )- r cos 𝜃 s𝑖𝑛∅ (cos 𝜃)] 

= r2 sin3 𝜃cos2 ∅  + r2  sin 𝜃cos2 ∅ cos2 𝜃  + 

r2sin3 𝜃sin2 ∅+r2 sin 𝜃sin2 ∅ cos2𝜃 

= r2 sin 𝜃[sin2 𝜃cos2 ∅ +cos2 ∅ cos2 𝜃 +sin2 𝜃sin2 ∅+sin2 ∅cos2𝜃] 

= r2 sin 𝜃[cos2 ∅(sin2 𝜃+ cos2 𝜃) + sin2 ∅(sin2 𝜃+ cos2 𝜃)] 

= r2 sin 𝜃[cos2 ∅(1)+ sin2 ∅(1)] = r2 𝐬𝐢𝐧 𝜽 

It is transformation of Cartesian plane to sphere surface. 

5.If u = cosx ,v =sinxcosy,   w= sinxsinycoszthen show that  

  𝝏(𝒖,𝒗,𝒘)

 𝝏(𝒙,𝒚,𝒛)
 = (-1)3 sin3x sin2y sinz 

Soln.: Now u = cosx ,v =sinxcosy,   w= sinxsinycosz 

We have Jacobian 
  𝝏(𝒖,𝒗,𝒘)

 𝝏(𝒙,𝒚,𝒛)
 = 

|
|

𝝏𝒖

𝝏𝒙

𝝏𝒖

𝝏𝒚

𝝏𝒖

𝝏𝒛

𝝏𝒗

𝝏𝒙

𝝏𝒗

𝝏𝒚

𝝏𝒗

𝝏𝒛,

𝝏𝒘

𝝏𝒙

𝝏𝒘

𝝏𝒚

𝝏𝒘

𝝏𝒛

|
|
 

       = |
−𝒔𝒊𝒏𝒙 𝟎 𝟎

𝒄𝒐𝒔𝒙  𝒄𝒐𝒔𝒚 −𝒔𝒊𝒏𝒙 𝒔𝒊𝒏𝒚 𝟎
𝒄𝒐𝒔𝒙 𝒔𝒊𝒏𝒚 𝒄𝒐𝒔𝒛 𝒔𝒊𝒏𝒙 𝒄𝒐𝒔𝒚 𝒄𝒐𝒔𝒛 −𝒔𝒊𝒏𝒙 𝒔𝒊𝒏𝒚 𝒔𝒊𝒏𝒛

| 

     = 𝒔𝒊𝒏𝒙 𝒔𝒊𝒏𝒚 𝒔𝒊𝒏𝒛 |

−𝒔𝒊𝒏𝒙 𝟎 𝟎

𝒄𝒐𝒔𝒙  𝒄𝒐𝒔𝒚 −𝒔𝒊𝒏𝒙 𝒔𝒊𝒏𝒚 𝟎

𝒄𝒐𝒔𝒙 𝒔𝒊𝒏𝒚  𝒄𝒐𝒔𝒛 𝒔𝒊𝒏𝒙 𝒄𝒐𝒔𝒚  𝒄𝒐𝒔𝒛 −𝟏

| 
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=𝒔𝒊𝒏𝒙 𝒔𝒊𝒏𝒚 𝒔𝒊𝒏𝒛 |

−𝒔𝒊𝒏𝒙 𝟎 𝟎

𝒄𝒐𝒔𝒙  𝒄𝒐𝒔𝒚 −𝒔𝒊𝒏𝒙 𝒔𝒊𝒏𝒚 𝟎

𝒄𝒐𝒔𝒙 𝒔𝒊𝒏𝒚 𝒄𝒐𝒔𝒛 𝒔𝒊𝒏𝒙 𝒄𝒐𝒔𝒚 𝒄𝒐𝒔𝒛 −𝟏
| 

    = sin2 x sinysinz|

−𝒔𝒊𝒏𝒙 𝟎 𝟎
𝒄𝒐𝒔𝒙  𝒄𝒐𝒔𝒚 − 𝒔𝒊𝒏𝒚 𝟎

𝒄𝒐𝒔𝒙 𝒔𝒊𝒏𝒚 𝒔𝒊𝒏𝒛  𝒄𝒐𝒔𝒚 𝒔𝒊𝒏𝒛 −𝟏
| 

     = sin3 x sinysinz|

−𝟏 𝟎 𝟎
𝒄𝒐𝒔𝒙  𝒄𝒐𝒔𝒚 − 𝒔𝒊𝒏𝒚 𝟎

𝒄𝒐𝒔𝒙 𝒔𝒊𝒏𝒚 𝒔𝒊𝒏𝒛 𝒄𝒐𝒔𝒚 𝒔𝒊𝒏𝒛 −𝟏
| 

    = sin3 x sinysinz{ -1(siny)} = (-1)3sin3 x sin2 y sinz 

  𝝏(𝒖,𝒗,𝒘)

 𝝏(𝒙,𝒚,𝒛)
   = (-1)3sin3 x sin2 y sinz 

6. If u =x+y and v =x2+y2 , find 
𝝏(𝒖,𝒗)

𝝏(𝒙,𝒚)
 

Soln: Now u =x+yand  v = x2+y2 

Here 
𝝏𝒖

𝝏𝒙
 = 1,     

𝝏𝒖

𝝏𝒚
 = 1,   

𝝏𝒗 

𝝏𝒙
=2x,    

𝝏𝒗

𝝏𝒚
 = 2y 

Then Jacobian 
𝝏(𝒖,𝒗)

𝝏(𝒙,𝒚)
 = |

𝝏𝒖

𝝏𝒙

𝝏𝒖

𝝏𝒚

𝝏𝒗

𝝏𝒙

𝝏𝒗

𝝏𝒚

|= |
𝟏    𝟏

𝟐𝒙     𝟐𝒚
| = 2(y – x) 
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Home work   Examples:    

1. If u = excosy  and  v = exsiny  then find Jacobian 
𝝏(𝒖,𝒗)

𝝏(𝒙,𝒚)
. 

2. If u = sinxcoshyand  v = cosxsinhy then find 
𝝏(𝒖,𝒗)

𝝏(𝒙,𝒚)
. 

3. If x = r sin∅, y = r cos∅, z=z, then find 
𝝏(𝒙,𝒚,𝒛)

𝝏(𝒓,∅,𝑧)
. 

4. If u = x+3y2-z3, v = 4x2yz, w =2z2- xy then find 
𝝏(𝒖,𝒗,𝒘)

𝝏(𝒙,𝒚,𝒛)
 at (1,-

1,0). 

5. If x = r sin∅, y = r cos∅ then find 
𝝏(𝒙,𝒚)

𝝏(𝒓,∅)
.[2016, 2018, 2019] 

6. If u = 
𝒚𝟐

𝟐𝒙
 , v = 

𝒙𝟐+𝒚𝟐

𝟐𝒙
then find 

𝝏(𝒖,𝒗)

𝝏(𝒙,𝒚)
. 

7. If u =
𝒚𝒛

𝒙
  , v =

𝒛𝒙

𝒚
, w = 

𝒙𝒚

𝒛
then find 

𝝏(𝒖,𝒗,𝒘)

𝝏(𝒙,𝒚,𝒛)
. 

8. If x =u(1+v) and y=v(1+u) then find the Jacobian of x, y w.r.t u 

and v. 

9. If u =√𝒙𝟐 + 𝒚𝟐 and v =tan-1(
𝒙

𝒚
) then find 

𝝏(𝒖,𝒗)

𝝏(𝒙,𝒚)
. 

10. If u = x+yand  v = 
𝒚

𝒙+𝒚
then find Jacobian

𝝏(𝒖,𝒗)

𝝏(𝒙,𝒚)
.[2016] 

11. If u = x+
 𝒚𝟐

𝒙
and  v = 

𝒚𝟐

𝒙
then find Jacobian

𝝏(𝒖,𝒗)

𝝏(𝒙,𝒚)
.[2017] 

12. If u = xyzand  v = 𝒙𝒚 + 𝒚𝒛 + 𝒛𝒙 𝒂𝒏𝒅 𝒘 = 𝒙 + 𝒚 + 𝒛  then 

show that 
𝝏(𝒖,𝒗,𝒘)

𝝏(𝒙,𝒚,𝒛)
 = (x-y)(y-z)(z-x)[2017 for 5 marks] 

13. If u = xyzand  v =x3 - y3+z2  𝒂𝒏𝒅 𝒘 = 𝒙𝟐 + 𝒚𝒛  then find 
𝝏(𝒖,𝒗,𝒘)

𝝏(𝒙,𝒚,𝒛)
[2018 for 5 marks] 

14. If u = x+y+z,  v = x-y+z,  w = x2+y2+z2+2zx then find 

  𝜕(𝑢,𝑣,𝑤)

  𝜕(𝑥,𝑦,𝑧)
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Properties of Jacobians 

Property1: If u and v are functions of x and y and x and y are 

functions of r and s then
𝝏(𝒖,𝒗)

𝝏(𝒓,𝒔)
  =

𝝏(𝒖,𝒗)

𝝏(𝒙,𝒚)

𝝏(𝒙,𝒚)

𝝏(𝒓,𝒔)
. 

Proof: Since u and v are functions of x and y , x and y are functions of r 

and s, then  by Chain Rule for two variable we have 

𝝏𝒖

𝝏𝒓
 = 

𝝏𝒖

𝝏𝒙

𝝏𝒙

𝝏𝒓
 + 

𝝏𝒖

𝝏𝒚

𝝏𝒚

𝝏𝒓
,        

𝝏𝒖

𝝏𝒔
 = 

𝝏𝒖

𝝏𝒙

𝝏𝒙

𝝏𝒔
 + 

𝝏𝒖

𝝏𝒚

𝝏𝒚

𝝏𝒔
 

And   
𝝏𝒗

𝝏𝒓
 = 

𝝏𝒗

𝝏𝒙

𝝏𝒙

𝝏𝒓
 + 

𝝏𝒗

𝝏𝒚

𝝏𝒚

𝝏𝒓
,        

𝝏𝒗

𝝏𝒔
 = 

𝝏𝒗

𝝏𝒙

𝝏𝒙

𝝏𝒔
 + 

𝝏𝒗

𝝏𝒚

𝝏𝒚

𝝏𝒔
 

By  definition of Jacobian we have 

𝝏(𝒖,𝒗)

𝝏(𝒓,𝒔)
=  |

𝝏𝒖

𝝏𝒓

𝝏𝒖

𝝏𝒔
𝝏𝒗

𝝏𝒓

𝝏𝒗

𝝏𝒔

| =  |

𝝏𝒖

𝝏𝒙

𝝏𝒙

𝝏𝒓
 +  

𝝏𝒖

𝝏𝒚

𝝏𝒚

𝝏𝒓

𝝏𝒖

𝝏𝒙

𝝏𝒙

𝝏𝒔
 +  

𝝏𝒖

𝝏𝒚

𝝏𝒚

𝝏𝒔

𝝏𝒗

𝝏𝒙

𝝏𝒙

𝝏𝒓
 +  

𝝏𝒗

𝝏𝒚

𝝏𝒚

𝝏𝒓

𝝏𝒗

𝝏𝒙

𝝏𝒙

𝝏𝒔
 +  

𝝏𝒗

𝝏𝒚

𝝏𝒚

𝝏𝒔

| by chain Rule 

= |

𝝏𝒖

𝝏𝒙

𝝏𝒖

𝝏𝒚

𝝏𝒗

𝝏𝒙

𝝏𝒗

𝝏𝒚

| |

𝝏𝒙

𝝏𝒓

𝝏𝒙

𝝏𝒔
𝝏𝒚

𝝏𝒓

𝝏𝒚

𝝏𝒔

| ∵ |
𝐚𝟏 𝐚𝟐

𝐚𝟑 𝐚𝟒
| |

𝐛𝟏 𝐛𝟐

𝐛𝟑 𝐛𝟒

|= |
𝐚𝟏 𝐛𝟏 + 𝐚𝟐𝐛𝟑 𝐚𝟏 𝐛𝟐 + 𝐚𝟐𝐛𝟒

𝐚𝟑 𝐛𝟏 + 𝐚𝟒𝐛𝟑 𝐚𝟑 𝐛𝟐 + 𝐚𝟒𝐛𝟒
| 

𝝏(𝒖,𝒗)

𝝏(𝒓,𝒔)
  = 

𝝏(𝒖,𝒗)

𝝏(𝒙,𝒚)

𝝏(𝒙,𝒚)

𝝏(𝒓,𝒔)
 

Corollary: If u=r and v=s then by above theorem 

we have 
𝝏(𝒓,𝒔)

𝝏(𝒙,𝒚)

𝝏(𝒙,𝒚)

𝝏(𝒓,𝒔)
 = 

𝝏(𝒓,𝒔)

𝝏(𝒓,𝒔)
 = 1 
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That is next property. 

 

Note: We can generalize above theorem to three variables 

i.e
𝝏(𝒖,𝒗,𝒘)

𝝏(𝒓,𝒔,𝒕)
  = 

𝝏(𝒖,𝒗,𝒘)

𝝏(𝒙,𝒚,𝒛)

𝝏(𝒙,𝒚,𝒛)

𝝏(𝒓,𝒔,𝒕)
 

Property 2: If u and v are functions of x, y then prove 

that                   
  𝝏(𝒖,𝒗)

𝝏(𝒙,𝒚)

𝝏(𝒙,𝒚)

𝝏(𝒖,𝒗)
 =  1. 

OR     If J = 
  𝝏(𝒖,𝒗)

 𝝏(𝒙,𝒚)
  and Jl = 

𝝏(𝒙,𝒚)

𝝏(𝒖,𝒗)
   then J Jl = 1 

Proof: Now u and v are functions of x, y => x, y be functions of u,v 

Let u = u(x,y)  and v = v(x, y)  

Differentiate both partially w.r.t u andv on both sides we get 

1= 
𝝏𝒖

𝝏𝒙

𝝏𝒙

𝝏𝒖
 +  

𝝏𝒖

𝝏𝒚

𝝏𝒚

𝝏𝒖
,              0 =

 𝝏𝒗

𝝏𝒙

𝝏𝒙

𝝏𝒖
 +  

𝝏𝒗

𝝏𝒚

𝝏𝒚

𝝏𝒖
 

0 = 
𝝏𝒖

𝝏𝒙

𝝏𝒙

𝝏𝒗
 +  

𝝏𝒖

𝝏𝒚

𝝏𝒚

𝝏𝒗
,              1=

𝝏𝒗

  𝝏𝒙

𝝏𝒙

𝝏𝒗
 +  

𝝏𝒗

𝝏𝒚

𝝏𝒚

𝝏𝒗
 

Then by  property-1 we have 

  𝝏(𝒖,𝒗)

 𝝏(𝒙,𝒚)

𝝏(𝒙,𝒚)

𝝏(𝒖,𝒗)
=|

𝝏𝒖

𝝏𝒙

𝝏𝒖

𝝏𝒚

𝝏𝒗

𝝏𝒙

𝝏𝒗

𝝏𝒚

| |

𝝏𝒙

𝝏𝒖

𝝏𝒙

𝝏𝒗
𝝏𝒚

𝝏𝒖

𝝏𝒚

𝝏𝒗

| = |

𝝏𝒖

𝝏𝒙

𝝏𝒙

𝝏𝒖
 +  

𝝏𝒖

𝝏𝒚

𝝏𝒚

𝝏𝒖

𝝏𝒖

𝝏𝒙

𝝏𝒙

𝝏𝒗
 +  

𝝏𝒖

𝝏𝒚

𝝏𝒚

𝝏𝒗

𝝏𝒗

𝝏𝒙

𝝏𝒙

𝝏𝒖
 +  

𝝏𝒗

𝝏𝒚

𝝏𝒚

𝝏𝒖

𝝏𝒗

𝝏𝒙

𝝏𝒙

𝝏𝒗
 +  

𝝏𝒗

𝝏𝒚

𝝏𝒚

𝝏𝒗

| 

                     = |
𝟏 𝟎
𝟎 𝟏

|from  (a) 

                     = 1 

------(a) 
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Thus
  𝝏(𝒖,𝒗)

 𝝏(𝒙,𝒚)

𝝏(𝒙,𝒚)

𝝏(𝒖,𝒗)
  = 1   [it is similar to 

𝒅𝒚

𝒅𝒙
 .

𝒅𝒙

𝒅𝒚
 = 1] 

Property 3: Jacobian of implicit functions 

Statement: If F(u,v, x, y) =0 and G(u,v, x, y) =0 be two implicit 

functions of independent variables x and y ( ie. if u and v are 

implicit functions of x and y) then prove that  

  𝝏(𝒖,𝒗)

 𝝏(𝒙,𝒚)
= (-1)2  

[
  𝝏(𝑭,𝑮)

 𝝏(𝒙,𝒚)
]

[
  𝝏(𝑭,𝑮)

 𝝏(𝒖,𝒗)
]
 

Proof: Given that u and v are implicit functions of x and y 

i.eF(u,v, x, y) =0  

G(u,v, x, y)=0  
 

Differentiating both expressions of (1) partially w.r.t. x and y, we get 
𝝏𝑭

𝝏𝒖
∙

𝝏𝒖

𝝏𝒙
 + 

𝝏𝑭

𝝏𝒗
∙

𝝏𝒗

𝝏𝒙
 + 

𝝏𝑭

𝝏𝒙
   =0 

𝝏𝑭

𝝏𝒖
∙

𝝏𝒖

𝝏𝒚
 + 

𝝏𝑭

𝝏𝒗
∙

𝝏𝒗

𝝏𝒚
 + 

𝝏𝑭

𝝏𝒚
   =0 

𝝏𝑮

𝝏𝒖
∙

𝝏𝒖

𝝏𝒙
 + 

𝝏𝑮

𝝏𝒗
∙

𝝏𝒗

𝝏𝒙
 + 

𝝏𝑮

𝝏𝒙
   =0 

𝝏𝑮

𝝏𝒖
∙

𝝏𝒖

𝝏𝒚
 + 

𝝏𝑮

𝝏𝒗
∙

𝝏𝒗

𝝏𝒚
 + 

𝝏𝑮

𝝏𝒚
   =0 

Now consider  

  𝝏(𝑭,𝑮)

 𝝏(𝒖,𝒗)

  𝝏(𝒖,𝒗)

 𝝏(𝒙,𝒚)
 =|

𝝏𝑭

𝝏𝒖

𝝏𝑭

𝝏𝒗
𝝏𝑮

𝝏𝒖

𝝏𝑮

𝝏𝒗

| |

𝝏𝒖

𝝏𝒙

𝝏𝒖

𝝏𝒚

𝝏𝒗

𝝏𝒙

𝝏𝒗

𝝏𝒚

| 

By using product of determinants  

-------(1) 

------(2) 
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= |

𝝏𝑭

𝝏𝒖
∙

𝝏𝒖

𝝏𝒙
 +  

𝝏𝑭

𝝏𝒗
∙

𝝏𝒗

𝝏𝒙

𝝏𝑭

𝝏𝒖
∙

𝝏𝒖

𝝏𝒚
 +  

𝝏𝑭

𝝏𝒗
∙

𝝏𝒗

𝝏𝒚

𝝏𝑮

𝝏𝒖
∙

𝝏𝒖

𝝏𝒙
 +  

𝝏𝑮

𝝏𝒗
∙

𝝏𝒗

𝝏𝒙

𝝏𝑮

𝝏𝒖
∙

𝝏𝒖

𝝏𝒚
 +  

𝝏𝑮

𝝏𝒗
∙

𝝏𝒗

𝝏𝒚

| 

 

    =  |
−

𝝏𝑭

𝝏𝒙
     −

𝝏𝑭

𝝏𝒚

−
𝝏𝑮

𝝏𝒙
   −

𝝏𝑮

𝝏𝒚

|   from (2) 

 

   = (-1)2|

𝝏𝑭

𝝏𝒙

𝝏𝑭

𝝏𝒚

𝝏𝑮

𝝏𝒙

𝝏𝑮

𝝏𝒚

|  = (-1)2
  𝝏(𝑭,𝑮)

 𝝏(𝒙,𝒚)
 

 

Thus 
  𝝏(𝑭,𝑮)

 𝝏(𝒖,𝒗)

  𝝏(𝒖,𝒗)

 𝝏(𝒙,𝒚)
 =(-1)2

  𝝏(𝑭,𝑮)

 𝝏(𝒙,𝒚)
 

 
  𝝏(𝒖,𝒗)

  𝝏(𝒙,𝒚)
   = (-1)2  

[
  𝝏(𝑭,𝑮)

 𝝏(𝒙,𝒚)
]

[
  𝝏(𝑭,𝑮)

 𝝏(𝒖,𝒗)
]
 

 

Corollary: Generalizing the above result for three variables, ie if 

F(u,v,w,x,y,z) = 0, G(u,v,w,x,y,z) = 0 and H(u,v,w,x,y,z) = 0 be implicit 

functions of independent variables x,y, z then by above property we 

have  

 

 
  𝝏(𝒖,𝒗,𝒘)

  𝝏(𝒙,𝒚,𝒛)
   = (-1)3

[
  𝝏(𝑭,𝑮,𝑯)

 𝝏(𝒙,𝒚,𝒛)
]

[
  𝝏(𝑭,𝑮,𝑯)

 𝝏(𝒖,𝒗,𝒘)
]
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Similarly if x,y,z are implicit functions  of u,v and w 

then
  𝝏(𝒙,𝒚,𝒛)

  𝝏(𝒖,𝒗,𝒘)
= (-1)3

[
  𝝏(𝑭,𝑮,𝑯)

 𝝏(𝒖,𝒗,𝒘)
]

[
  𝝏(𝑭,𝑮,𝑯)

 𝝏(𝒙,𝒚,𝒛)
]
 

EXAMPLES 

 

1. If x = u(1-v), y = uv then find J =
  𝝏(𝒖,𝒗)

 𝝏(𝒙,𝒚)
   and J1=

𝝏(𝒙,𝒚)

𝝏(𝒖,𝒗)
 

 

Soln:             Now x = u(1-v), y = uv        -------(1) 

 

                      J = 
  𝝏(𝒙,𝒚)

 𝝏(𝒖,𝒗)
 =|

𝝏𝒙

𝝏𝒖

𝝏𝒙

𝝏𝒗
𝝏𝒚

𝝏𝒖

𝝏𝒚

𝝏𝒗

| 

 

                           = |
𝟏 − 𝒗      −𝒖

𝒗      𝒖
| 

 

                                   = u(1-v) + uv = u 

Next we have to get u and v in terms of x and y 

Fromm (1)  x = u –uv    and  y = uv 

 x = u – y ∴ u = x+y and v = 
𝒚

𝒖
 = 

𝒚

𝒙+𝒚
 

i.e u = x+y  and v = 
𝒚

𝒙+𝒚
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Then Jl = 
  𝝏(𝒖,𝒗)

 𝝏(𝒙,𝒚)
 = |

𝝏𝒖

𝝏𝒙

𝝏𝒖

𝝏𝒚

𝝏𝒗

𝝏𝒙

𝝏𝒗

𝝏𝒚

| 

= |
𝟏      𝟏

−𝒚

(𝒙+𝒚)𝟐

(𝒙+𝒚)𝟏−𝒚

(𝒙+𝒚)𝟐
|   = |

𝟏      𝟏
−𝒚

(𝒙+𝒚)𝟐

𝒙

(𝒙+𝒚)𝟐
| 

                                                  = 
𝒙

(𝒙+𝒚)𝟐 +
𝒚

(𝒙+𝒚)𝟐 

                                                  = 
𝒙+𝒚

(𝒙+𝒚)𝟐  = 
𝟏

𝒙+𝒚
 

                                                 = 
𝟏

𝒖
 

∴Jl = 
  𝝏(𝒖,𝒗)

 𝝏(𝒙,𝒚)
 = 

𝟏

𝒖
 

𝑻𝒉𝒖𝒔   J Jl  = u 
𝟏

𝒖
 = 1  

2. If u =2xy , v =x2 –y2,  x = rcos𝜽  and y =rsin𝜽then find
  𝝏(𝒖,𝒗)

 𝝏(𝒓,𝜽)
 

Soln.:Now u =2xy , v =x2 –y2,  x = rcos𝜽  and y =rsin𝜽 

i.e u and v are Composite functions of 𝒓, 𝜽. 

∴
  𝜕(𝑢,𝑣)

 𝜕(𝑟,𝜃)
 = 

  𝜕(𝑢,𝑣)

 𝜕(𝑥,𝑦)

  𝜕(𝑥,𝑦)

 𝜕(𝑟,𝜃)
 = |

𝜕𝑢

𝜕𝑥

𝜕𝑢

𝜕𝑦

𝜕𝑣

𝜕𝑥

𝜕𝑣

𝜕𝑦

| |

𝜕𝑥

𝜕𝑟

𝜕𝑥

𝜕𝜃
𝜕𝑦

𝜕𝑟

𝜕𝑦

𝜕𝜃

| 

                                               = |
2𝑦       2𝑥
2𝑥     −2𝑦

| |
𝑐𝑜𝑠𝜃   −𝑟sin𝜃
sin𝜃    𝑟𝑐𝑜𝑠𝜃

| 
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                                               = -4 (x2+y2)r(cos2𝜃 + sin2𝜃) = -4r(x2+y2) 

3. If u2- v2+x2+y2=0 ,uv + xy =0 then prove that 

  𝝏(𝒖,𝒗)

 𝝏(𝒙,𝒚)
 = 

𝒙𝟐− 𝒚𝟐

𝒖𝟐+ 𝒗𝟐 

Soln.:Given u2- v2+x2 + y2=0, uv + xy =0  

Let  F = u2- v2+x2+y2 =0 

& G =uv + xy =0 

We have
  𝜕(𝑢,𝑣)

  𝜕(𝑥,𝑦)
   = (-1)2

[
  𝜕(𝐹,𝐺)

 𝜕(𝑥,𝑦)
]

[
  𝜕(𝐹,𝐺)

 𝜕(𝑢,𝑣)
]
  ---------(1) 

Now 
  𝜕(𝐹,𝐺)

 𝜕(𝑥,𝑦)
 = |

𝜕𝐹

𝜕𝑥

𝜕𝐹

𝜕𝑦

𝜕𝐺

𝜕𝑥

𝜕𝐺

𝜕𝑦

| = |
2𝑥       2𝑦
𝑦      𝑥

| = 2(x2 – y2) 

And 
  𝜕(𝐹,𝐺)

 𝜕(𝑢,𝑣)
 = |

𝜕𝐹

𝜕𝑢

𝜕𝐹

𝜕𝑣
𝜕𝐺

𝜕𝑢

𝜕𝐺

𝜕𝑣

| = |
2𝑢      −2𝑣
𝑣      𝑢

| = 2(u2+v2) 

 

∴ from (1) , 
  𝜕(𝑢,𝑣)

  𝜕(𝑥,𝑦)
 =  (-1)22(𝑥2− 𝑦2)

2(𝑢2+ 𝑣2) 
 =

𝑥2− 𝑦2

𝑢2+ 𝑣2 

𝑖. 𝑒 
  𝜕(𝑢,𝑣)

  𝜕(𝑥,𝑦)
  =

𝑥2− 𝑦2

𝑢2+ 𝑣2 

4. If u3+v3+w3 = x+y+z, u2+v2+w2= x3+y3+z3and u+v+w= x2+y2+z2then 

prove that 
  𝝏(𝒖,𝒗,𝒘)

 𝝏(𝒙,𝒚,𝒛)
 = 

  (𝒙−𝒚)(𝒚−𝒛)(𝒛−𝒙)

(𝒖−𝒗)(𝒗−𝒘)(𝒘−𝒖) 
 

Proof:Nowu3+v3+w3 = x+y+z, u2+v2+w2= x3+y3+z3and u+v+w= 

x2+y2+z2 which are implicit functions. 

Let F = u3+v3+w3 – x-y-z =0 



KLE’s GIB College, Nipani 
 

Dr. (Smt. ) M. M. Shankrikopp.                B.Sc. III Sem. Real Analysis Page 20 
 

       G = u2+v2+w2- x3-y3-z3=0                  ----------(1) 

       H = u+v+w- x2-y2-z2 = 0 

By using one of the property we have 

 
  𝜕(𝑢,𝑣,𝑤)

  𝜕(𝑥,𝑦,𝑧)
   = (-1)3  

[
  𝜕(𝐹,𝐺,𝐻)

 𝜕(𝑥,𝑦,𝑧)
]

[
  𝜕(𝐹,𝐺,𝐻)

 𝜕(𝑢,𝑣,𝑤)
]
    ------------------(p) 

Now 
  𝜕(𝐹,𝐺,𝐻)

 𝜕(𝑥,𝑦,𝑧)
 = 

|
|

𝜕𝐹

𝜕𝑥

𝜕𝐹

𝜕𝑦

𝜕𝐹

𝜕𝑧

𝜕𝐺

𝜕𝑥

𝜕𝐺

𝜕𝑦

𝜕𝐺

𝜕𝑧,

𝜕𝐻

𝜕𝑥

𝜕𝐻

𝜕𝑦

𝜕𝐻

𝜕𝑧

|
|
 = |

−1 −1 −1
−3𝑥2 −3𝑦2 −3𝑧2

−2𝑥 −2𝑦 −2𝑧
| 

                        = -(-3)(-2)|
1 1 1

𝑥2 𝑦2 𝑧2

𝑥 𝑦 𝑧
| 

C2→C2- C1, C3→C3- C1, we get 

= -6|
1 0 0

𝑥2 𝑦2 − 𝑥2 𝑧2 − 𝑥2

𝑥 𝑦 − 𝑥 𝑧 − 𝑥
| 

=  -6 (y-x)(z-x)|
1 0 0

𝑥2 𝑦 + 𝑥 𝑧 + 𝑥
𝑥 1 1

| 

= -6 (y-x)(z-x)[ 1{y+x-z-x}] 

= -6(y-x)(z-x) (y-z) 

= 6(x-y) ) (y-z) (z-x)---------------------------------(2) 
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Next, 
  𝜕(𝐹,𝐺,𝐻)

 𝜕(𝑢,𝑣,𝑤)
 = |

|

𝜕𝐹

𝜕𝑢

𝜕𝐹

𝜕𝑣

𝜕𝐹

𝜕𝑤
𝜕𝐺

𝜕𝑢

𝜕𝐺

𝜕𝑣

𝜕𝐺

𝜕𝑤 
𝜕𝐻

𝜕𝑢

𝜕𝐻

𝜕𝑣

𝜕𝐻

𝜕𝑤

|
| = 

 

|
3𝑢2 3𝑣2 3𝑤2

2𝑢 2𝑣 2𝑤
1 1 1

| 

= 6|
𝑢2 𝑣2 𝑤2

𝑢 𝑣 𝑤
1 1 1

| = 6|
𝑢2 𝑣2−𝑢2 𝑤2−𝑢2

𝑢 𝑣 − 𝑢 𝑤 − 𝑢
1 0 0

| 

= 6 (𝑣 − 𝑢)( 𝑤 − 𝑢) |
𝑢2 𝑣 + 𝑢 𝑤 + 𝑢

𝑢 1 1

1 0 0

| 

= 6 (𝑣 − 𝑢)( 𝑤 − 𝑢)[𝑢2 (0) – (v+u)(0-1) + (w+u)(0-1)] 

= 6 (𝑣 − 𝑢)( 𝑤 − 𝑢)[  (v+u) - w-u)] 

= 6(𝑣 − 𝑢)( 𝑤 − 𝑢)(v-w)= 

= - 6(u-v)(v-w)(w-u)---------------------------(3) 

From (2) and (3) , Eqn.(p) becomes 

∴
  𝜕(𝑢,𝑣,𝑤)

  𝜕(𝑥,𝑦,𝑧)
   = (-1)3 6(x−y) ) (y−z) (z−x)

− 6(u−v)(v−w)(w−u)

 

i.e  𝜕(𝑢,𝑣,𝑤)

  𝜕(𝑥,𝑦,𝑧)
= (x−y) ) (y−z) (z−x)

 (u−v)(v−w)(w−u)
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3. If x+y+z = u,   y+z=uv  and  z= uvwthen show that 

  𝜕(𝑥,𝑦,𝑧)

  𝜕(𝑢,𝑣,𝑤)
=u2v 

Soln: Now x+y+z = u,   y+z=uv  and  z= uvw 

i.ex,y,z are implicit functions of u, v, w 

Let F = x+y+z – u =0 

      G = y+z-uv=0,    H = z-uvw =0 

We have 
  𝜕(𝐹,𝐺,𝐻)

 𝜕(𝑥,𝑦,𝑧)
 = 

|
|

𝜕𝐹

𝜕𝑥

𝜕𝐹

𝜕𝑦

𝜕𝐹

𝜕𝑧

𝜕𝐺

𝜕𝑥

𝜕𝐺

𝜕𝑦

𝜕𝐺

𝜕𝑧,

𝜕𝐻

𝜕𝑥

𝜕𝐻

𝜕𝑦

𝜕𝐻

𝜕𝑧

|
|
 = |

1 1 1
0 1 1
0 0 1

| = 1 

And 
  𝜕(𝐹,𝐺,𝐻)

 𝜕(𝑢,𝑣,𝑤)
 = |

|

𝜕𝐹

𝜕𝑢

𝜕𝐹

𝜕𝑣

𝜕𝐹

𝜕𝑤
𝜕𝐺

𝜕𝑢

𝜕𝐺

𝜕𝑣

𝜕𝐺

𝜕𝑤 
𝜕𝐻

𝜕𝑢

𝜕𝐻

𝜕𝑣

𝜕𝐻

𝜕𝑤

|
| = |

−1 0 0
−𝑣 −𝑢 0

−𝑣𝑤 −𝑢𝑤 −𝑢𝑣
| 

                                = -1(u2v)= - u2v 

We have
  𝜕(𝑥,𝑦,𝑧)

  𝜕(𝑢,𝑣,𝑤)
= (-1)3

(
  𝜕(𝐹,𝐺,𝐻)

 𝜕(𝑢,𝑣,𝑤)
)

(
  𝜕(𝐹,𝐺,𝐻)

 𝜕(𝑥,𝑦,𝑧)
)
 = -1

−𝑢2𝑣

1
 = 𝑢2𝑣 

4.If x =u+v+w, y = uv+vw+wu, z=uvw and F =f(x,y,z) is a 

differentiable function of x,y,z then prove that 

u
𝝏𝑭

𝝏𝒖
 + v

𝝏𝑭

𝝏𝒗
 +w

𝝏𝑭

𝝏𝒘
= x

𝝏𝑭

𝝏𝒙
 + 2y

𝝏𝑭

𝝏𝒚
 +3z

𝝏𝑭

𝝏𝒛
. 
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Soln.: Nowx =u+v+w,  y = uv+vw+wu,  z=uvw and F =f(x,y,z) 

Then 
𝜕𝐹

𝜕𝑢
 = 

𝜕𝐹

𝜕𝑥

𝜕𝑥

𝜕𝑢
 +

𝜕𝐹

𝜕𝑦

𝜕𝑦

𝜕𝑢
 +

𝜕𝐹

𝜕𝑧

𝜕𝑧

𝜕𝑢
 = 

𝜕𝐹

𝜕𝑥
1 +

𝜕𝐹

𝜕𝑥
(𝑣 + 𝑤) +

𝜕𝐹

𝜕𝑧
𝑣𝑤 

i.e
𝜕𝐹

𝜕𝑢
 = 

𝜕𝐹

𝜕𝑥
  +(𝑣 + 𝑤)

𝜕𝐹

𝜕𝑦
  + 𝑣𝑤

𝜕𝐹

𝜕𝑧
 

Then u
𝜕𝐹

𝜕𝑢
 = u

𝜕𝐹

𝜕𝑥
  +(𝑢𝑣 + 𝑢𝑤)

𝜕𝐹

𝜕𝑦
  + 𝑢𝑣𝑤

𝜕𝐹

𝜕𝑧
 

Similarly v
𝜕𝐹

𝜕𝑣
 = v

𝜕𝐹

𝜕𝑥
  +(𝑣𝑤 + 𝑣𝑢)

𝜕𝐹

𝜕𝑦
  + 𝑢𝑣𝑤

𝜕𝐹

𝜕𝑧
 

And w
𝜕𝐹

𝜕𝑤
 = w

𝜕𝐹

𝜕𝑥
  +(𝑤𝑣 + 𝑤𝑢)

𝜕𝐹

𝜕𝑦
  + 𝑢𝑣𝑤

𝜕𝐹

𝜕𝑧
 

Adding all these we get  

u
𝝏𝑭 

𝝏𝒖
+ v

𝝏𝑭

𝝏𝒗
 + w

𝝏𝑭

𝝏𝒘
 = (u+v+w)

𝝏𝑭

𝝏𝒙
  +𝟐(𝒖𝒗 + 𝒖𝒘 + 𝒗𝒘)

𝝏𝑭

𝝏𝒚
  + 𝟑𝒖𝒗𝒘

𝝏𝑭

𝝏𝒛
 

                          = x 
𝝏𝑭

𝝏𝒙
 + 2y

𝝏𝑭

𝝏𝒚
 + 3z 

𝝏𝑭

𝝏𝒛
 

Home work Examples: 

1. If u =2xy, v =x2-y2 and x =r2cos2𝜃,y = r2sin2𝜃 then valuate 
  𝜕(𝑢,𝑣)

  𝜕(𝑟,𝜃)
 

2. If x =a(u+v), y =b(u-v) and u =r2cos2𝜃,v = r2sin2𝜃 then valuate 

  𝜕(𝑥,𝑦)

  𝜕(𝑟,𝜃)
 

3. If u = x+y+z,  vu =x2+y2+z2,  uvw = xy+yz+zx then find 
  𝜕(𝑢,𝑣,𝑤)

  𝜕(𝑥,𝑦,𝑧)
 

 

 



KLE’s GIB College, Nipani 
 

Dr. (Smt. ) M. M. Shankrikopp.                B.Sc. III Sem. Real Analysis Page 24 
 

Dependent and Independent functions: 

Definition: Functions u=f(x,y) and v =g(x,y) are said to be dependent ( or 

functionally dependent) if u and v are related by the equation F(u v) = 0 , i.e 

x and y are removed in terms of u and v and get equation interms of u and 

v ,i.e F(u,v) =0. 

For example:Let  u = 
𝒙

𝒚
  and v =  

𝒙+𝒚

𝒙−𝒚
 then u and v are dependent. 

                      Bec’s v = 
𝒙+𝒚

𝒙−𝒚
 = 

𝒙

𝒚
+𝟏

𝒙

𝒚
−𝟏

 = 
𝒖+𝟏

𝒖−𝟏
 

i.e v = 
𝒖+𝟏

𝒖−𝟏
 

                       => v(u-1) = u+1  or    v(u-1) – (u+1) =0 

i.e  F(u, v) =0 

                  => u and v are dependent. 

Note: Determining whether given functions dependent or 

independent by using above method as in example is tedious , so in 

such case we can apply Jacobian and easily determine. 

Theorem: If functions u=f(x,y) and v=g(x,y) are dependent then 

𝜕(𝑢,𝑣)

𝜕(𝑥,𝑦)
 = 0. 

Proof: Let u=f(x,y) and v=g(x,y) be dependent then F(u,v) =0 

Differentiate this partially w.r.t. x and y we get, 

𝝏𝑭

𝝏𝒖
∙

𝝏𝒖

𝝏𝒙
 + 

𝝏𝑭

𝝏𝒗
∙

𝝏𝒗

𝝏𝒙
=0  --------------(1) 

𝝏𝑭

𝝏𝒖
∙

𝝏𝒖

𝝏𝒚
 + 

𝝏𝑭

𝝏𝒗
∙

𝝏𝒗

𝝏𝒚
=0   ------------(2) 
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This system of equation has non trivial solution 
𝝏𝑭

𝝏𝒖
≠ 𝟎 and 

𝝏𝑭

𝝏𝒗
≠ 𝟎 if 

the determinant of coefficient matrix is zero. 

i.e|

𝜕𝑢

𝜕𝑥

𝜕𝑣

𝜕𝑥
𝜕𝑢

𝜕𝑦

𝜕𝑣

𝜕𝑦

| = 0 

Change rows to columns and columns to rows we get 

i.e|

𝜕𝑢

𝜕𝑥

𝜕𝑢

𝜕𝑦

𝜕𝑣

𝜕𝑥

𝜕𝑣

𝜕𝑦

| = 0 

i.e
𝜕(𝑢,𝑣)

𝜕(𝑥,𝑦)
 = 0. 

Thus given functions are dependent if 
𝝏(𝒖,𝒗)

𝝏(𝒙,𝒚)
 = 0 and independent if 

𝝏(𝒖,𝒗)

𝝏(𝒙,𝒚)
≠0. 

Similarly three functions u, v, w are dependent if 
𝝏(𝒖,𝒗,𝒘)

𝝏(𝒙,𝒚,𝒛)
= 0. 

Examples:  

1. Prove that functions u = 
𝒙

𝒚
  and v =  

𝒙+𝒚

𝒙−𝒚
  are functionally 

dependent. 

Soln: Now u = 
𝒙

𝒚
  and v =  

𝒙+𝒚

𝒙−𝒚
 

Consider 
𝝏(𝒖,𝒗)

𝝏(𝒙,𝒚)
 = |

𝜕𝑢

𝜕𝑥

𝜕𝑢

𝜕𝑦

𝜕𝑣

𝜕𝑥

𝜕𝑣

𝜕𝑦

| = |

𝟏

𝒚
   −  

𝒙

𝒚𝟐

(𝒙−𝒚)𝟏−(𝒙+𝒚)(𝟏)

(𝒙−𝒚)𝟐

(𝒙−𝒚)𝟏−(𝒙+𝒚)(−𝟏)

(𝒙−𝒚)𝟐

| 

In B.Sc. II sem. we studied system of 

equations a1x1 + a2x2 = 0 and b1x1 + b2x2 = 0 

has non trivial solution ( i.e at least one xi ≠

𝟎) if determinant |
𝒂𝟏 𝒂𝟐

𝒃𝟏 𝒃𝟐
| = 0 
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                             = |

𝟏

𝒚
   −  

𝒙

𝒚𝟐

−𝟐𝒚

(𝒙−𝒚)𝟐

𝟐𝒙

(𝒙−𝒚)𝟐

| =  
𝟐𝒙

𝒚(𝒙−𝒚)𝟐 - 
𝟐𝒙𝒚

𝒚𝟐(𝒙−𝒚)𝟐 

                                                                = 
𝟐𝒙

𝒚(𝒙−𝒚)𝟐 −
𝟐𝒙

𝒚(𝒙−𝒚)𝟐 =0 

Thus 
𝝏(𝒖,𝒗)

𝝏(𝒙,𝒚)
= 𝟎   =>  u and v are dependent 

 

2. Determine whether or not the functions u =exsiny and v = excosy 

functionally dependent. 

Soln.: Given functions are u = exsinyand v = excosy 

 Consider 
𝝏(𝒖,𝒗)

𝝏(𝒙,𝒚)
 = |

𝜕𝑢

𝜕𝑥

𝜕𝑢

𝜕𝑦

𝜕𝑣

𝜕𝑥

𝜕𝑣

𝜕𝑦

| =|
𝒆𝒙 𝐬𝐢𝐧𝐲 𝒆𝒙 𝐜𝐨𝐬𝐲

𝒆𝒙 𝐜𝐨𝐬𝐲 −𝒆𝒙 𝐬𝐢𝐧𝐲
| 

                                                   = 𝒆𝟐𝒙(-sin2y – cos2y) 

                                                   = - 𝒆𝟐𝒙(sin2y + cos2y) 

                                                    = - 𝒆𝟐𝒙 ≠ 𝟎∀𝒙 

 u and v are independent 

Home work 

3.Prove that  u = 
𝒙𝟐−𝒚𝟐

𝒙𝟐+𝒚𝟐   v= 
𝟐𝒙𝒚

𝒙𝟐+𝒚𝟐  are functionally dependent. 

4. Prove that u = x2e-ycoshz, v = x2e-ysinhz and w=3x4 e-2y are 

functionally dependent. 

Soln.Now u = x2e-ycoshz, v = x2e-ysinhz and w=3x4 e-2y 
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Consider 
  𝝏(𝒖,𝒗,𝒘)

 𝝏(𝒙,𝒚,𝒛)
 = 

|
|

𝝏𝒖

𝝏𝒙

𝝏𝒖

𝝏𝒚

𝝏𝒖

𝝏𝒛

𝝏𝒗

𝝏𝒙

𝝏𝒗

𝝏𝒚

𝝏𝒗

𝝏𝒛,

𝝏𝒘

𝝏𝒙

𝝏𝒘

𝝏𝒚

𝝏𝒘

𝝏𝒛

|
|

 

     =  |
𝟐𝒙𝒆−𝒚𝒄𝒐𝒔𝒉𝒛 −𝒙𝟐𝒆−𝒚𝒄𝒐𝒔𝒉𝒛 𝒙𝟐𝒆−𝒚𝒔𝒊𝒏𝒉𝒛
𝟐𝒙𝒆−𝒚𝒔𝒊𝒏𝒉𝒛 −𝒙𝟐𝒆−𝒚𝒔𝒊𝒏𝒉𝒛 𝒙𝟐𝒆−𝒚𝒄𝒐𝒔𝒉𝒛

𝟏𝟐𝒙𝟑𝒆−𝟐𝒚 −𝟔𝒙𝟒𝒆−𝟐𝒚 𝟎

| 

             = (2x𝒆−𝒚)( −𝒙𝟐𝒆−𝒚)( 𝒙𝟐𝒆−𝒚) |
𝒄𝒐𝒔𝒉𝒛 𝒄𝒐𝒔𝒉𝒛 𝒔𝒊𝒏𝒉𝒛
𝒔𝒊𝒏𝒉𝒛 𝒔𝒊𝒏𝒉𝒛 𝒄𝒐𝒔𝒉𝒛

𝟔𝒙𝟐𝒆−𝒚 𝟔𝒙𝟐𝒆−𝒚 𝟎
| 

               = (-2𝒙𝟓𝒆−𝟑𝒚)(𝟔𝒙𝟐𝒆−𝒚) |
𝒄𝒐𝒔𝒉𝒛 𝒄𝒐𝒔𝒉𝒛 𝒔𝒊𝒏𝒉𝒛
𝒔𝒊𝒏𝒉𝒛 𝒔𝒊𝒏𝒉𝒛 𝒄𝒐𝒔𝒉𝒛

𝟏 𝟏 𝟎
| 

               = - 12𝒙𝟕𝒆−𝟒𝒚(0)      bc’z first two columns are identical 

              = 0 

i.e
  𝝏(𝒖,𝒗,𝒘)

 𝝏(𝒙,𝒚,𝒛)
 = 0  => u, v, w are dependent. 

And relation between them is u2 – v2 = 𝒙𝟒𝒆−𝟐𝒚(cosh2z – sinh2z)  

= 𝒙𝟒𝒆−𝟐𝒚 = 
𝒘

𝟑
 

i.e    3(u2 – v2) =w 

Home work 

5. Prove that u = x+2y+z,  v = x -2y+3z,  w=2xy – xz +4yz – 2z2 

    are dpendent. 
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Lagrange’s Mean Value Theorem for two variables 

Statement:If f(x, y) possess continuous first order  partial derivatives in the 

neighborhood of (a,b) then there exists a number 𝜽 ∈(0, 1) such that  

f(a+h, b+k)  - f(a,b)  = h fx(a+ 𝜽𝒉,  b+ 𝜽𝒌) + k fy(a+ 𝜽𝒉,  b+ 𝜽𝒌) for every 

point (a+h, b+k) in a certain neighbourhood of (a, b). 

 

To prove above theorem we are using L.M.V theorem for one variable studied in 

B. Sc. I sem. 

i.e if g(x) is continuous and differentiable in (a, b) then there exists c in (a, b) 

such that gl(c)  = 
𝒈(𝒃)−𝒈(𝒂) 

𝒃−𝒂
 

Anther form of the above theorem is 

if g(x) is continuous and differentiable in (a, a+h) then there exists 𝜽 ∈(0, 1) 

such that gl(a+ 𝜽𝒉)  = 
𝒈(𝒂+𝒉)−𝒈(𝒂) 

𝒉
or    g(a+h) - g(a) = h gl(a+ 𝜽𝒉). 

 

Proof of above Theorem: 

Let (a+h, b+k) be any neighbouring point of (a,b) in the plane so that r = 

√𝒉𝟐 + 𝒌𝟐. 

 

                    

Define a function g(t)  = f (𝐚 +  𝐭 
𝒉

𝒓
,   𝐛 +  𝐭

 𝒌

𝒓
 ) ∀𝒓 ∈(0,1)-------------------(1) 

Then g(t + 𝜹𝒕)  = f(𝐚 + (𝐭 + 𝜹𝒕)
𝒉

𝒓
,   𝐛 + (𝐭 + 𝜹𝒕)

𝒌

𝒓
)   

∴ g(t + 𝜹𝒕) - g(t) = f(𝐚 + (𝐭 + 𝜹𝒕)
𝒉

𝒓
,   𝐛 + (𝐭 + 𝜹𝒕)

𝒌

𝒓
) - f (𝐚 +  𝐭 

𝒉

𝒓
,   𝐛 +  𝐭

 𝒌

𝒓
 ) 

Y 
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= f((𝐚 +  𝐭
𝒉

𝒓
) + 𝜹𝒕

𝒉

𝒓
,   (𝐛 +  𝐭

𝒌

𝒓
) + 𝜹𝒕

𝒌

𝒓
) - f (𝐚 +  𝐭 

𝒉

𝒓
,   𝐛 +  𝐭

 𝒌

𝒓
 ) 

= f(∈𝟏+ 𝜹𝒕
𝒉

𝒓
,   ∈𝟐+ 𝜹𝒕

𝒌

𝒓
) - f (∈𝟏,   ∈𝟐)     where ∈𝟏= 𝐚 +  𝐭

𝒉

𝒓
,   ∈𝟐= 𝐛 +  𝐭

𝒌

𝒓
 

= f(∈𝟏+ 𝒕𝟏 ,   ∈𝟐+ 𝒕𝟐) - f (∈𝟏,   ∈𝟐) ,   

                             where 𝒕𝟏= 𝜹𝒕
𝒉

𝒓
, 𝒕𝟐= 𝜹𝒕

𝒌

𝒓
  & 𝒕𝟏, 𝒕𝟐 → 𝟎 as 𝜹𝒕 → 𝟎 

Thus g(t + 𝜹𝒕) - g(t) =  f(∈𝟏+ 𝒕𝟏 ,   ∈𝟐+ 𝒕𝟐) - f (∈𝟏,   ∈𝟐) 

Dividing both the sides by 𝜹𝒕 we get  

𝐠(𝐭 + 𝜹𝒕) − 𝐠(𝐭)

𝜹𝒕
 = 

𝐟(∈𝟏+𝒕𝟏,   ∈𝟐+𝒕𝟐) − 𝐟 (∈𝟏,   ∈𝟐)

𝜹𝒕
       

                     

= 
𝐟(∈𝟏+𝒕𝟏,   ∈𝟐+𝒕𝟐) − 𝐟(∈𝟏,   ∈𝟐+𝒕𝟐)+ 𝐟(∈𝟏,   ∈𝟐+𝒕𝟐)− 𝐟 (∈𝟏,   ∈𝟐)

𝜹𝒕
 

= 
𝐟(∈𝟏+𝒕𝟏,   ∈𝟐+𝒕𝟐) − 𝐟(∈𝟏,   ∈𝟐+𝒕𝟐)

𝜹𝒕
 + 

 𝐟(∈𝟏,   ∈𝟐+𝒕𝟐)− 𝐟 (∈𝟏,   ∈𝟐)

𝜹𝒕
 

= 
𝒉

𝒓
 [

𝐟(∈𝟏+𝒕𝟏,   ∈𝟐+𝒕𝟐) − 𝐟(∈𝟏,   ∈𝟐+𝒕𝟐)

𝜹𝒕
𝒉

𝒓

] + 
𝒌

𝒓
 [

𝐟(∈𝟏,   ∈𝟐+𝒕𝟐) − 𝐟(∈𝟏,   ∈𝟐)

𝜹𝒕
𝒌

𝒓

] 

i.e 
𝐠(𝐭 + 𝜹𝒕) − 𝐠(𝐭)

𝜹𝒕
 = 

𝒉

𝒓
 [

𝐟(∈𝟏+𝒕𝟏,   ∈𝟐+𝒕𝟐) − 𝐟(∈𝟏,   ∈𝟐+𝒕𝟐)

𝒕𝟏
] + 

𝒌

𝒓
 [

𝐟(∈𝟏,   ∈𝟐+𝒕𝟐)− 𝐟 (∈𝟏,   ∈𝟐)

𝒕𝟐
] 

                                                                b’cz 𝒕𝟏= 𝜹𝒕
𝒉

𝒓
, 𝒕𝟐= 𝜹𝒕

𝒌

𝒓
   

Taking the limit as  𝜹𝒕 → 𝟎, on both sides, we get, 

𝐥𝐢𝐦
𝜹𝒕→𝟎

𝐠(𝐭 + 𝜹𝒕) − 𝐠(𝐭)

𝜹𝒕
  = 𝐥𝐢𝐦

𝜹𝒕→𝟎
{

𝒉

𝒓
 [

𝐟(∈𝟏+𝒕𝟏,   ∈𝟐+𝒕𝟐) − 𝐟(∈𝟏,   ∈𝟐+𝒕𝟐)

𝒕𝟏
] +

                                                       
𝒌

𝒓
 [

𝐟(∈𝟏,   ∈𝟐+𝒕𝟐)− 𝐟 (∈𝟏,   ∈𝟐)

𝒕𝟐
]}  

i.e  gl(t) = 𝐥𝐢𝐦
𝒕𝟏→𝟎

𝒉

𝒓
 [

𝐟(∈𝟏+𝒕𝟏,   ∈𝟐+𝒕𝟐) − 𝐟(∈𝟏,   ∈𝟐+𝒕𝟐)

𝒕𝟏
]   

                     +  𝐥𝐢𝐦
𝒕𝟐→𝟎

𝒌

𝒓
 [

𝐟(∈𝟏,   ∈𝟐+𝒕𝟐)− 𝐟 (∈𝟏,   ∈𝟐)

𝒕𝟐
]-----------------(P) 
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We have 𝐥𝐢𝐦
𝜹𝒙→𝟎

 [
𝐟(𝒙+𝜹𝒙,   𝒚+𝜹𝒚) − 𝐟(𝒙,   𝒚+𝜹𝒚)

𝜹𝒙
]   = fx (x,y) 

        and 𝐥𝐢𝐦
𝜹𝒚→𝟎

 [
𝐟(𝒙,   𝒚+𝜹𝒚) − 𝐟(𝒙,   𝒚)

𝜹𝒚
]   = fy (x,y) 

 

Using these in RHS of eqn. (P) we get  

 i.e gl(t) = 
𝒉

𝒓
 fx(∈𝟏,   ∈𝟐) + 

𝒌

𝒓
 fy(∈𝟏,   ∈𝟐) 

 

    gl(t) = 
𝒉

𝒓
 fx(𝐚 +  𝐭

𝒉

𝒓
,   𝐛 +  𝐭

𝒌

𝒓
) +  

𝒌

𝒓
 fy(𝐚 +  𝐭

𝒉

𝒓
,   𝐛 +  𝐭

𝒌

𝒓
)-----(P) 

 

Since by hypothesis, fx,  fy exist => gl (t) exists 

i.e g(t) is differentiable in (0,r) & is continuous also and hence by LMV 

theorem for one variable  

[ ]   

∃𝜽 ∈(0,1) such that g(r) – g(0) = rgl (𝜽𝒓) -----(Q)  

from (1) and (P) ,      (Q) becomes 

   f(a+h, b+k) – f(a, b)   

   

 

= r { 
𝒉

𝒓
 fx(𝐚 + 𝜽𝒓 

𝒉

𝒓
,   𝐛 +  𝜽𝒓

𝒌

𝒓
) +  

𝒌

𝒓
 fy(𝐚 +  𝜽𝒓

𝒉

𝒓
,   𝐛 +  𝜽𝒓

𝒌

𝒓
)} 

 

=     h fx(𝐚 + 𝜽𝒉,   𝐛 +  𝜽𝒌) +  𝒌 fy(𝐚 +  𝜽𝒉,   𝐛 +  𝜽𝒌)       

   i.e. f(a+h, b+k) – f(a, b) = h fx(𝐚 + 𝜽𝒉,   𝐛 +  𝜽𝒌) +  𝒌 fy(𝐚 +  𝜽𝒉,   𝐛 +  𝜽𝒌)     

a=0,   a+h = r 

  a =0 and h =r 
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                                                                                      Hence the proof  

Other form of LMV theorem: 

If f(x, y) possess continuous first order  partial derivatives in the 

neighborhood of (x,y) then there exists a number 𝜽 ∈(0, 1) such that  

f(x+𝜹x, y+𝜹𝒚)  - f(x,y)  = 𝜹𝒙 fx(x+ 𝜽𝜹𝒙,  y+ 𝜽𝜹𝒚) + 𝜹𝒚 fy(x+ 𝜽𝜹𝒙,  y+ 𝜽𝜹𝒚) for 

every point (x+𝜹x, y+𝜹𝒚)in a certain neighbourhood of (x, y). 

 

Taylore’s Theorem for two variables: 

In previous class we studied Taylore’s Theorem for single variable i.e f(x) , 

Taylore’s and Maclaurin’s series also. In the same way we are studying here  

Taylore’s and Maclaurin’s series for two variables. 

 

In this theorem we use the notations 

hfx +kfy  =    h
𝝏𝒇

𝝏𝒙
 + k

𝝏𝒇

𝝏𝒙
  = ( h

𝝏

𝝏𝒙
 + k

𝝏

𝝏𝒙
)f 

𝒉𝟐fxx+ 2hk fxy + 𝒌𝟐fyy =   𝒉𝟐 𝝏𝟐𝒇

𝝏𝒙𝟐  + 2hk 
𝝏𝟐𝒇

𝝏𝒙𝝏𝒚
 + 𝒌𝟐 𝝏𝟐𝒇

𝝏𝒚𝟐    =  ( 𝐡
𝝏

𝝏𝒙
 +  𝐤

𝝏

𝝏𝒙
)

𝟐
f                 

and so on 

Statement of Taylore’s Theorem: (Only statement) 

If a function f(x, y) possesses continuous partial derivatives of first, second, 

third and -----nth order in a neighbourhood of a point (a, b) then for any 

point (x, y) there exists a number 𝜽 ∈(0, 1) such that 

                   f(x, y) = f(a, b) +( (x-a)
𝝏

𝝏𝒙
 + (y-b)

𝝏

𝝏𝒚
)f(a, b) + 

                                 
𝟏

𝟐!
 ( (𝐱 − 𝐚)

𝝏

𝝏𝒙
 + (𝐲 − 𝐛)

𝝏

𝝏𝒚
)

𝟐
𝒇(𝒂, 𝒃)  
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                                  + 
𝟏

𝟑!
 ( (𝐱 − 𝐚)

𝝏

𝝏𝒙
 + (𝐲 − 𝐛)

𝝏

𝝏𝒚
)

𝟑
𝒇(𝒂, 𝒃)+-----------------------

--                                  + 
𝟏

(𝒏−𝟏)!
 ( (𝐱 − 𝐚)

𝝏

𝝏𝒙
 +  (𝐲 − 𝐛)

𝝏

𝝏𝒚
)

𝒏−𝟏
𝒇(𝒂, 𝒃) + 𝑹𝒏 

             Where Rn =  
𝟏

𝒏!
 ( (𝐱 − 𝐚)

𝝏

𝝏𝒙
 +  (𝐲 − 𝐛)

𝝏

𝝏𝒚
)

𝒏
𝒇(𝒂 + 𝜽𝒉, 𝒃 + 𝜽𝒌)   

 

Taylor’s Infinite series:  

In the above theorem if number of terms tends to infinity then Rn →0, i.e 

𝐥𝐢𝐦
𝒏→∞

𝐑𝐧 =0 then the series becomes  

f(x, y) = f(a, b) +( (x-a)
𝝏

𝝏𝒙
 + (y-b)

𝝏

𝝏𝒚
)f(a, b)   

            + 
𝟏

𝟐!
 ( (𝐱 − 𝐚)

𝝏

𝝏𝒙
 + (𝐲 − 𝐛)

𝝏

𝝏𝒚
)

𝟐
𝒇(𝒂, 𝒃)  

            + 
𝟏

𝟑!
 ( (𝐱 − 𝐚)

𝝏

𝝏𝒙
 + (𝐲 − 𝐛)

𝝏

𝝏𝒚
)

𝟑
𝒇(𝒂, 𝒃)+-----------------------                                           

                          + 
𝟏

𝒏!
 ( (𝐱 − 𝐚)

𝝏

𝝏𝒙
 + (𝐲 − 𝐛)

𝝏

𝝏𝒚
)

𝒏
𝒇(𝒂, 𝒃) +-----------infinite term  

Thus Taylor’s series about the point (a,b) 

     f(x, y) = f(a, b) + [(x-a) fx(a,b) + (y-b) fy(a,b)]  

                  + 
𝟏

𝟐!
 [(x-a)2 fxx(a,b) +2(x-a)(y-b)fxy(a,b) + (y-b)2 fyy(a,b) ] + -------------  

 

Sometimes it is also called series expansion in terms powers of (x-a) and (y-b). 
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Maclaurin’s Theorem:( Taylor’s theorem at origin) 

Statement: If a function f(x, y) possesses continuous partial derivatives of 

first, second, third and -----nth order in a neighbourhood of origin then for 

any point (x, y) we have    

f(x, y) = f(0, 0) +( x
𝝏

𝝏𝒙
 + y

𝝏

𝝏𝒚
) f(0, 0) +

𝟏

𝟐!
 (  𝐱

𝝏

𝝏𝒙
 +  𝐲

𝝏

𝝏𝒚
 )

𝟐
𝐟(𝟎, 𝟎) 

                                 + 
𝟏

𝟑!
 ( 𝐱

𝝏

𝝏𝒙
 +  𝐲

𝝏

𝝏𝒚
)

𝟑
𝐟(𝟎, 𝟎) +-------------------------                                          

                                + 
𝟏

𝒏!
 ( 𝐱

𝝏

𝝏𝒙
 +  𝐲

𝝏

𝝏𝒚
)

𝒏
𝐟(𝟎, 𝟎) +----------------- 

 i.e f(x, y) = f(0, 0) +( x
𝝏𝐟(𝟎,𝟎)

𝝏𝒙
 + y

𝝏𝐟(𝟎,𝟎)

𝝏𝒙
) +

𝟏

𝟐!
 (𝒙𝟐 𝝏𝟐𝐟(𝟎,𝟎)

𝝏𝒙𝟐
 +  𝟐𝐱𝐲 

𝝏𝟐𝐟(𝟎,𝟎)

𝝏𝒙𝝏𝒚
 + 

                    𝒚𝟐 𝝏𝟐𝐟(𝟎,𝟎)

𝝏𝒚𝟐
   ) + 

𝟏

𝟑!
 (𝒙𝟑 𝝏𝟑𝐟(𝟎,𝟎)

𝝏𝒙𝟑 +  +-------------)+   --------------- 

    Thus Maclaurin’s series is  

     f(x, y) = f(0, 0) + [x fx(0,0) + y fy(0,0)]  

                  + 
𝟏

𝟐!
 [x2 fxx(0,0) +2xyfxy(0,0) + y2 fyy(0,0) ] + -------------  

 Applications of Taylor’s and Maclaurin’s series:  

(i) To find the sum of many different infinite series 

(ii) To find the limit of function 

(iii) Taylor’s polynomial is used to approximate polynomials 

(iv) Used in solving differential equations to get series solution 

(v) In Physics, if a system under conservative force is at stable 

equilibrium point x0 then there are no net forces and the energy 
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function is concave upwards which can be derived using Taylor’s 

series. 

(vi) It is also used in special relativity to approximate Lorrentz factor 𝜸 

(vii) In software graphs of various functions uses Taylor’s series.   

EXAMPLES 

1. Expand sin(x+y) by Maclaurin’s series (or Taylor’s series at origin) 

upto 3rd  

Soln.: Let f(x, y) = sin(x+y)                             ∴   f(0,0)  = sin(0+0) = 0 

Then fx  = cos(x+y)                                        ∴   fx (0,0)  =  1 

        fy  = cos(x+y)                                         ∴   fy (0,0)  =  1 

        fxy  = -sin(x+y)                                         ∴   fxy (0,0)  =  0 

        fxx  = -sin(x+y)                                       ∴   fxx (0,0)  =  0 

        fyy  = -sin(x+y)                                       ∴   fyy (0,0)  =  0 

fxxx  = fxxy = fxyy = fyyy =  -cos(x+y)                ∴  fxxx  = fxxy = fxyy = fyyy (0,0)  =  -1   

and so on . 

By Maclaurin’s series we have 

f(x, y) = f(0, 0) + [x fx(0,0) + y fy(0,0)]  

                  + 
𝟏

𝟐!
 [x2 fxx(0,0) +2xyfxy(0,0) + y2 fyy(0,0) ] + -------------  

i.e sin(x+y) = 0 + (x(1)+y(1))  + 
1

2!
 (𝑥2(0)+2xy(0) +𝑦2(0)) +

1

3!
 (𝑥3(−1) + 3x2y(-1)         

                                 +3xy2 (-1)+ y3(-1)) +---------------------- 

                      

                     = (x+y) +(0) - 
1

3!
 (x+y)3 + 

1

4!
 (0) + 

1

5!
 (x+y)5 +------------------- 

                         

            ∴ sin(x+y)    = (x+y) - 
𝟏

𝟑!
 (x+y)3  + 𝟏

𝟓!
 (x+y)5+--------------------- 

 

Similarly you try for cos(x+y) 
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    Ans:  cos(x+y)    = 1 - 
𝟏

𝟐!
 (x+y)2  + 𝟏

𝟒!
 (x+y)4+--------------------- 

   

 

2. Expand ex+y  by Maclaurin’s series up to third degree terms.(or Taylor’s 

series at origin) 

Soln.: Let f(x, y) = ex+y  ∴   f(0,0)  = 1 

 Next fx  = fy  = ex+y  ∴   fx (0,0)  = fy (0,0) =  1 

Similarly all derivatives at origin are   1  

By Maclaurin’s series we have 

f(x, y) = f(0, 0) +( x fx (0,0) + yfy (0,0)) +
𝟏

𝟐!
 (𝒙𝟐fxx (0,0) +  𝟐𝐱𝐲 fxy (0,0)   + 

                    𝒚𝟐fyy (0,0)     ) + 
𝟏

𝟑!
 ---------------------------------- 

i.e ex+y   =  1 +(x .1  +y.1) + 
𝟏

𝟐!
 ((𝒙𝟐. 1 +  𝟐𝐱𝐲 .1 +  𝒚𝟐. 1)+-------------------- 

             = 1+ (x+y) + 
𝟏

𝟐!
 (x+y)2 + 

𝟏

𝟑!
 (x+y)3 + ------------------------------- 

Thus  

 

       

3. Expand ex siny  by Maclaurin’s series upto second degree 

term. (2018 and 2019) 

Soln: Let f(x, y) = ex siny  ∴   f(0,0)  =  e0  sin0 = 0    

  Next 

fx = ex siny ∴   fx (0,0)  =  0 fxy  = ex cosy ∴   fxy (0,0)  =  1 

fy  = ex cos y    ∴   fy (0,0)  =  1 fyy  = - ex siny ∴   fyy (0,0)  =  0 

fxx  = ex siny                      ∴   fxx (0,0)  =  0 ------------------ -------------------- 

  ex+y   = 1+ (x+y) + 
𝟏

𝟐!
 (x+y)2 + 

𝟏

𝟑!
 (x+y)3 + --------------

----------------- 
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    By Maclaurin’s series we have 

    f(x, y  ) = f(0, 0) +( x fx (0,0) + xfy (0,0)) +
𝟏

𝟐!
 (𝒙𝟐fxx (0,0) +  𝟐𝐱𝐲 fxy (0,0)   + 

                    𝒚𝟐fyy (0,0)  + 
𝟏

𝟑!
 ---------------------------------- 

     = 0 + (x.0 +y. 1)+ 
𝟏

𝟐!
(𝒙𝟐 .0  + 2xy (1) + 𝒚𝟐 .0) + 

𝟏

𝟑!
 (𝒙𝟑.0 + 3x2y. 1+ 3xy2. 0+y3.-1)    

      + ------------------------------ 

i.e ex siny  = y  + xy +  
𝟏

𝟑!
 y (3x2 – y2)+ ---------------------     

                                    

 

 

Home work 

4. Expand  ex cosy by Maclaurin’s series upto second degree term. 

(2016) 

 

5. Obtain Taylor’s series expansion of tan-1(y/x) at (1, 1) upto 

second degree. 

Soln.: Let Let f(x, y) = tan-1(y/x)      ∴   f(1,1)  = 
𝜋

4
    

Next          

fx =  
1

1+(
𝑦

𝑥
)

2  (−
𝑦

𝑥2) = -  
𝑦

𝑥2+𝑦2       ∴   fx (1,1)  = - 
1

2
 

fy  =     
1

1+(
𝑦

𝑥
)

2  (
1

𝑥
)       =   

𝑥

𝑥2+𝑦2                 ∴   fy (1,1)  =  
1

2
 

 

fxx =  
𝑦 (2𝑥)

(𝑥2+𝑦2)2             =  
2𝑥𝑦 

(𝑥2+𝑦2)2     ∴   fxx (1,1)  = 
1

2
 

fxy  = 
(𝑥2+𝑦2) 1−𝑦 (2𝑦)

(𝑥2+𝑦2)2  = 
(𝑥2 − 𝑦2) 

(𝑥2+𝑦2)2         ∴   fxy (1,1)  = 0 

  ex siny  = y  + xy +  
𝟏

𝟑!
 y (3x2 – y2)+ ---------------------     
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fyy  = - 
𝑥 (2𝑦)

(𝑥2+𝑦2)2          = -  
2𝑥𝑦 

(𝑥2+𝑦2)2 ∴   fyy (1,1)  =  -
1

2
 

and so on----------- 

By Taylor’s series expansion about the point (1, 1) we have  

        f(x, y) = f(1,1) + [(x-1) fx(1,1) + (y-1) fy(1,1)]  

                  + 
𝟏

𝟐!
 [(x-1)2 fxx(1,1) +2(x-1)(y-1)fxy(1,1) + (y-1)2 fyy(1,1) ] + -------------  

            = 
𝜋

4
  +  [(x-1) 

−𝟏

𝟐
 + (y-1) 

𝟏

𝟐
] + 

𝟏

𝟐!
 [(x-1)2 

𝟏

𝟐
 +2(x-1)(y-1)(0) + (y-1)2 

−𝟏

𝟐
] 

               + ------------------------- 

i.e tan-1 (
𝒚

𝒙
 ) =  

𝜋

4
  - 

𝟏

𝟐
 [x + y -2] + 

𝟏

𝟒
 [(x-1)2  - (y-1)2]+  --------------- 

6. Express 2x2+xy-5y2 in powers of (x-1)  and (y-1). 

    i.e Taylor’s expansion about the point (1,1) 
 

Soln. Let f(x,y) = 2x2+xy-5y2   ∴   f(1,1)  = −2    

Next fx =  4x+y          ∴   fx (1,1)  = 5  

        fy  =     𝒙-10y        ∴   fy (1,1)  = −9 

        fxx =  4                     ∴   fxx (1,1)  = 4 

        fxy  = 1                      ∴   fxy (1,1)  = 1 

        fyy  = -10                 ∴   fyy (1,1)  =  -10 

   and next all higher order derivatives are zero 

By Taylor’s series expansion about the point (1, 1) we have  

 f(x, y) = f(1,1) + [(x-1) fx(1,1) + (y-1) fy(1,1)]  

                  + 
𝟏

𝟐!
 [(x-1)2 fxx(1,1) +2(x-1)(y-1)fxy(1,1) + (y-1)2 fyy(1,1) ] +-------- 

        = -2 + [(x-1)(5) + (y-1)(-9) ]+ 
𝟏

𝟐!
[[(x-1)2(4) +2(x-1)(y-1)(1)+ (y-1)2(-10)]+0 

i.e 2x2+xy-5y2 = -2 + [5(x-1) -9 (y-1) ]+ [2(x-1)2+(x-1)(y-1) -5 (y-1)2] 



KLE’s GIB College, Nipani 
 

Dr. (Smt. ) M. M. Shankrikopp.                B.Sc. III Sem. Real Analysis Page 38 
 

 

7. Obtain first three terms of the Maclaurin’s expansion of the function 

𝒆𝒙𝟐−𝒚𝟐
 in the neighbourhood of (0,0) upto 4th degree term. 

Soln.: Soln: Let f(x, y) = 𝒆𝒙𝟐−𝒚𝟐
     ∴   f(0,0)  =  e0  = 1      

Next fx = 2x 𝒆𝒙𝟐−𝒚𝟐
                    ∴   fx (0,0)  =  0 

        fy  = -2y 𝒆𝒙𝟐−𝒚𝟐
                         ∴   fy (0,0)  =  0 

        fxx  = 2[x (𝟐𝐱 𝒆𝒙𝟐−𝒚𝟐
) + 𝒆𝒙𝟐−𝒚𝟐

] = 2𝒆𝒙𝟐−𝒚𝟐
[2𝒙𝟐 + 1] ∴ fxx (0,0)  =  2 

        fxy  = 2x (−𝟐𝐲 𝒆𝒙𝟐−𝒚𝟐
) = −4𝑥𝑦𝒆𝒙𝟐−𝒚𝟐

                          ∴ fxx (0,0)  =  0 

        fyy  = -2[y (−𝟐𝐲 𝒆𝒙𝟐−𝒚𝟐
) + 1𝒆𝒙𝟐−𝒚𝟐

] = 2𝒆𝒙𝟐−𝒚𝟐
[2𝒚𝟐 − 1] ∴ fyy (0,0)  =  -2  

       fxxx  = 2𝒆𝒙𝟐−𝒚𝟐
4𝑥 +[2𝒙𝟐 + 1]𝟐𝒆𝒙𝟐−𝒚𝟐

(𝟐𝒙) = 𝒆𝒙𝟐−𝒚𝟐
[8x +4x3+4x] 

                                                                      = 𝒆𝒙𝟐−𝒚𝟐
[12x +4x3] ∴fxxx (0,0)  = 0 

       Similarly fxxy = 2𝒆𝒙𝟐−𝒚𝟐
[2𝒙𝟐 + 1](−2𝑦) ]                               ∴ fxxy (0,0)  =0 

      fxxxx = 𝒆𝒙𝟐−𝒚𝟐
[12x +4x3](2x)+ 𝒆𝒙𝟐−𝒚𝟐

(12+12x2)                  ∴ fxxxx (0,0)  =12 

      fxxxy = 𝒆𝒙𝟐−𝒚𝟐
[12x +4x3](-2y)                                                ∴ fxxxx (0,0)  =0 

      fxxyy = 2[2𝒙𝟐 + 1]{𝒆𝒙𝟐−𝒚𝟐
(4𝒚𝟐) +𝒆𝒙𝟐−𝒚𝟐

(−𝟐)}                  ∴ fxxyy (0,0)  =-4 

       and so on 

        -------------------------------------------------------------------- 

 

By Maclaurin’s series we have 

    f(x, y  ) = f(0, 0) +( x fx (0,0) + xfy (0,0)) +
𝟏

𝟐!
 (𝒙𝟐fxx (0,0) +  𝟐𝐱𝐲 fxy (0,0)   + 

                    𝒚𝟐fyy (0,0)  + 
𝟏

𝟑!
 (x3fxxx +3x2y fxxy+ ----) + 

𝟏

𝟒!
 (x4fxxxx +4x3y fxxxy + 

                      ------------------------------)+---------- 

 i.e 𝒆𝒙𝟐−𝒚𝟐
= 1 + (0 +0) + 

𝟏

𝟐!
 {𝒙𝟐(𝟐)+0+y2(-2)}+ 

𝟏

𝟑!
(0) + 

𝟏

𝟒!
 { x4(12)+ 4x3y(0)+6x2y2(- 

                    4)+-----------------}+ ------------------------------- 
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                  =  1+(x2-y2)+ 
𝐱𝟒

𝟐
  -  x2y2 -+-----------------) 

                            

 

8. Expand ex  log(1+y)  by Maclaurin’s series upto third degree term. 

  Soln.: Let f(x, y) = 𝒆𝒙  log (1 + 𝑦)                        ∴   f(0,0)  =  0      

Next fx = 𝒆𝒙  log (1 + 𝑦)                                     ∴   fx (0,0)  =  0 

        fy = 𝒆𝒙   
1

1+𝑌
                                                  ∴   fy (0,0)  =  1 

fxx = 𝒆𝒙  log (1 + 𝑦) = fxxx = fxxxx--------=0 

fxy = 𝒆𝒙   
1

1+𝑌
                                                          ∴ fxy(0,0) =   1 

fyy = 𝒆𝒙
  

−1

(1+𝑦)2                                                         ∴ fyy(0,0) =  - 1 

fxxy = 𝒆𝒙   
1

1+𝑌
                                                               ∴ fxxy(0,0)=1 

fxyy   =   𝒆𝒙
  

−1

(1+𝑦)2                                                     ∴ fxyy(0,0) = -1 

 fyyy   =   𝒆𝒙
  

2

(1+𝑦)3                                                    ∴ fyyy(0,0) =   2 

and so on 

-------------------------------------------------- 

------------------------------------------- 

By Maclaurin’s series we have 

    f(x, y  ) = f(0, 0) +( x fx (0,0) + yfy (0,0)) +
𝟏

𝟐!
 (𝒙𝟐fxx (0,0) +  𝟐𝐱𝐲 fxy (0,0)   + 

                    𝒚𝟐fyy (0,0)  + 
𝟏

𝟑!
 (x3fxxx +3x2y fxxy+ ----) + 

𝟏

𝟒!
 (x4fxxxx +4x3y fxxxy + 

                      ------------------------------)+---------- 

𝒆𝒙  log (1 + 𝑦) = 0+[ x (0) + y(1)]+
𝟏

𝟐!
 (𝒙𝟐(0) +  𝟐𝐱𝐲 (1) +   𝒚𝟐(−1)]  + 

𝟏

𝟑!
 [x3(0)  

                              +3x2y (1)+3xy2(-1)+y3( 2) + − − − − − − − − − − − − − − 

              

𝑻𝒉𝒖𝒔 𝒆𝒙𝟐−𝒚𝟐
 =      1+(x2-y2)+ ( 

𝐱𝟒

𝟐
  -  x2y2 -+-----------------)+--------------

----------- 

Thus 𝑻𝒉𝒖𝒔 𝒆𝒙  log (1 + 𝑦) = y +𝐱𝐲 −   
𝟏

𝟐
𝒚𝟐  + 

𝟏

𝟑!
[3x2y -3xy2+ 2y3 ]+ − − − − − − − −

− − − − − − 
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9. Expand cosx cosy by Maclaurin’s Theorem upto 4th degree terms  

Soln.: Let f(x,y) = cosx cosy                                      ∴  f(0,0) = 1 

          Next     fx  = -sinx cosy                                      ∴  fx (0,0) = 0 

                       fy  = -cosx siny                                      ∴  fy (0,0) = 0 

                     fxx  = -cosx cosy                                      ∴  fxx (0,0) = -1 

                     fyy  = -cosx cosy                                      ∴  fyy (0,0) = -1 

                     fxy  = sinx siny                                        ∴  fxy (0,0) = 0 

                     fxxx  = sinx siny                                      ∴  fxxx (0,0) = 0 

                     fxxy  = cosx siny                                      ∴  fxxy (0,0) = 0 

                     fxyy  = sinx cosy                                      ∴  fxyy (0,0) = 0             

                     fyyy  = cosx siny                                      ∴  fyyy (0,0) = 0 

                    fxxxx  = cosx siny                                      ∴  fxxxx (0,0) = 0 

                    fxxxy = sinx cosy                                       ∴  fxxxy (0,0) = 0 

                   fxxyy  = cosx cosy                                      ∴  fxxyy (0,0) = 1 

                   fxyyy  = cosx cosy                                      ∴  fxyyy (0,0) = 1 

                  fyyyy  =- sinx siny                                      ∴  fyyyy (0,0) = 0 

               and so on ------------------------------------------------ 

By Maclaurin’s series we have 

    f(x, y  ) = f(0, 0) +( x fx (0,0) + yfy (0,0)) +
𝟏

𝟐!
 (𝒙𝟐fxx (0,0) +  𝟐𝐱𝐲 fxy (0,0)   + 

                    𝒚𝟐fyy (0,0)  + 
𝟏

𝟑!
 (x3fxxx +3x2y fxxy+ ----) + 

𝟏

𝟒!
 (x4fxxxx +4x3y fxxxy + 

                      ------------------------------)+---------- 

𝒄𝒐𝒔𝒙 𝒄𝒐𝒔𝒚 = 1+[ x (0) + y(0)]+
𝟏

𝟐!
 (𝒙𝟐(−1) +  𝟐𝐱𝐲 (0) +   𝒚𝟐(−1)]  + 

𝟏

𝟑!
 [x3(0)  

                               +3x2y (0)+3xy2(0)+y3( 0)] + 
𝟏

𝟒!
 [x4(0) +4x3y (0)+6x2 y2(1)     

                               +4xy3( 0)+y4 (0)]+------------------------------------------ 

                                

 

𝑻𝒉𝒖𝒔 𝒄𝒐𝒔𝒙 𝒄𝒐𝒔𝒚 = 1- 
𝟏

𝟐
 (x2- y2)+ 

𝟏

𝟒
x2 y2+--------------------------------- 
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Home work example 

10. Obtain Taylor’s series expansion of ex siny around the point 

(0, 
𝝅

𝟐
 ) 

****************************************************************** 
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Bridge Course 

In this paper we come across intervals, bounded function, supremum and 

infimum of a function, properties of continuous functions etc. So we will have 

revision over them. 

Open interval: Let a and b be two real numbers such that a<b then the set of 

real numbers x between a and b is called an open interval and denoted by (a, b). 

Thus (a, b) = {x∈ 𝑹/ 𝒂 < 𝑥 < 𝑏} 

For example: 1. (1, 2) = { x∈ 𝑹/ 𝟏 < 𝑥 < 2} 

                        2. (2, ∞) =  { x∈ 𝑹/ 𝟐 < 𝑥} 

                        3. { x∈ 𝑹/ 𝒙 <  −5} = (-∞, -5) 

Closed interval: Let a and b be two real numbers such that a<b then the set of 

real numbers x from a to  b is called an closed interval and denoted by [a, b]. 

Thus [a, b] = {x∈ 𝑹/ 𝒂 ≤ 𝒙 ≤ 𝒃} 

For example: 1. [-1, 3] = {x∈ 𝑹/ −𝟏 ≤ 𝒙 ≤ 𝟑} 

                        2. [2, ∞)=  { x∈ 𝑹/ 𝟐 ≤ 𝒙} 

                        3. { x∈ 𝑹/ 𝒙 ≥  −𝟓} = [-5, ∞) 

 

Semi open and semi closed intervals: If one side it is open and another side it is 

closed, then it is called Semi open and semi closed intervals, denoted by [a, b)  or 

(a, b]. 

i.e [a, b)  = { x∈ 𝑹/𝒂 ≤ 𝒙 < 𝑏} 

(a, b] = { x∈ 𝑹/𝒂 < 𝑥 ≤ 𝑏} 

Examples: 1. [3,  5) = { x∈ 𝑹/𝟑 ≤ 𝒙 < 5} 

2. (8, 100] = { x∈ 𝑹/𝟖 < 𝑥 ≤ 100} 

3.[ -2,∞) = { x∈ 𝑹/−𝟐 ≤ 𝒙 < ∞} 

Properties of intervals:  

1. Intervals are infinite sets 

2. Intervals are subsets of set of real numbers 
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3. Interval contains infinitely many rationals and irrationals.  

4. Union ( or intersection) of intervals need not be an interval unless it has a common 

point or common portion 

For example: (1, 3) (3, 4) is itself, not intermsof  interval 

 

 

It is not an interval (1, 4) as 3 is not a point in the both intervals but (1, 3) [3, 

4)=(1, 4) as 3 is included in second interval 

Similarly: [2, 10] (7, 13] =(7, 10] 

 

 

 

 

Bounded function: A  real valued function f: [a,b]→R, is called bounded in the 

interval [a,b] if there exist two real numbers k1 andk2 such that 𝐤𝟏 ≤ 𝒇(𝒙) ≤ 𝐤𝟐 

where 𝐤𝟏 is called lower bound and 𝐤𝟐 is called upper bound. 

If any one bound does not exist then it is not bounded in that interval. 

For example: 

1. Let f: [1, 2] →R be defined by f(x) = 2x+5 then for all x[1,2],  7≤f(x) ≤ 9, ie. 

f(x) is bounded in [1,2] between 7 and 9. 

All polynomial functions are  bounded in [a,b] 

 

2. If f(x) = 
2

2

−x
 in [1, 5] then at x = 2[1,5], f(2) = ,not bounded and hence this 

function is not bounded at this interval  

 

3. If f(x) = sinx then is it bounded in the interval [0, 𝝅], yes it is bounded between 

0 and 1 because at x= 0 , f(x)= 0 and x = 
2


,f(x)= 1 but even at  𝝅, f(𝝅) = 𝟎, so it 

is between 0 and 1 

 

4. If f(x)= x  in the interval  [-1 , 1] then f(x) is bonded between  

0 and 1 because f(-1) = 1 , f(-.5) = .5,    ---------f(0) =0, -----f(1)=1 

Among  all these  0 and 1 are min. and maximum 

 

2 10 
7 13 
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5. Every constant function is bounded. 

For example: f(x) =2 then 2 ≤f(x) ≤ 2 

Upper and lower bounds are same here. 

Note:Some times bounded function is  defined as ‘A  real valued function f: 

[a,b]→R, is called bounded in the interval [a,b] if there exist positive real 

number k such that kxf )( , ],[ bax  

Supremum and Infimum:  

If once the function f(x) is bounded it has an upper bound and all numbers more than 

that are also upper bounds for that. Among all these upper bounds, which is the least 

one is called the least upper bound or supremum. 

Defn.: A real number l is called the least upper bound of the function f(x) 

in [a, b] if (i) f(x) ≤ l ],[ bax , ie l is theupper bound 

(ii) it is the least one, that means if we take any number less than l i.e l - 

then it is not an upper bound. 

i.e there exists some xi such that f(xi)>l- . 

Similarly we define greatest lower bound. 

Defn.: A real number k is called the greatest lower bound of the function 

f(x) in [a, b] if (i) f(x) ≥ k ],[ bax , ie k is the lower bound 

(ii) it is the greastest one, that means if we take any number greater than k 

i.e k + then it is not a lower bound. 

i.e there exists some xi such that f(xi)<k +  .i.e k it self is the greatest one, any other 

number greater than that is not a lower bound. 

For example: f(x) = x+3 in [3, 6] 

In this example if we put x=3, we get f(x)= 6, and f(x) values are increasing 

and at the end for x=6 we get f(x) = 9, it is the upper bound and the least upper 

bound. 

6≤ 𝑓(𝑥)  ≤9. 

2. If f(x) = sinx in [0, π] then f(x) will take values like 0,--- ½,------- √3/2, ---1, ---

√3/2--, -----0 but among all these 0 is lower bound and 1 is the upper bound even 

though for x=0, f(x) =0 and x= π, f(x)= 0 but values are between 0 and 1. 

3. If f(x) = 
1

3+𝑐𝑜𝑠𝑥 
 in [0, 

𝜋

2
] then supremum,  upper bound is 1/3 for x=

𝜋

2
 and infimum, 

lower bound is ¼.  

i.e 1/4≤ 𝑓(𝑥)  ≤1/3. 
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UNIT I 

Riemann Integration I 
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Unit – I Riemann Integration-I 

Introduction:- 

In the branch of Mathematics known as real Analysis the Riemann Integral created by 

German Mathematician Bernhard Riemann,(1854) was the first rigorous definition of 

the integral of a function on an interval.We all know that integration is an inverse 

process of differentiation. However the subject of integration was developed in 

connection with areas of planeregion, arc length, volume and surface area etc. 

          It is based on the concept the limit of a sum when the number of terms in the 

sum tends to infinity. So that division is very small. i. e. lim
𝑛→∞

∑ 𝑓(𝑥𝑟)𝛿𝑟
∞
𝑟=1  

For many functions and practical applications , the Riemann integral can be evaluated 

by Fundamental Theorem of Integral Calculus. 

Basic definitions: 

In this unit the function 𝑓: [𝑎, 𝑏] → 𝑅 is taken as bounded real valued function. 

1. Partition of a closed interval[𝒂, 𝒃]:- 

Let I =[𝑎, 𝑏]be a finite closed interval, divide it into ‘n’ number of sub divisions at 

the points 𝑥0 = 𝑎,𝑥1, 𝑥2, 𝑥3, … . 𝑥𝑛−1, 𝑥𝑛 = 𝑏[fig.1]. Then the finite ordered set [set 

of division points] {𝑥0 = 𝑎,𝑥1, 𝑥2, … . 𝑥𝑛−1, 𝑥𝑛 = 𝑏}is called partition of interval I 

=[𝑎, 𝑏]. And is denoted by ‘P’ and the (n+1) points𝑥0 = 𝑎 ,𝑥1, 𝑥2, 𝑥3, … . 𝑥𝑛−1,

𝑥𝑛 = 𝑏 

are called partition points of  ‘P’. 

 
Fig 1] 

And ‘n’ closed sub intervals  

𝐼1 = [𝑥0,  𝑥1],

𝐼2 = [𝑥1,  𝑥2], … … , 𝐼𝑟 = [𝑥𝑟−1, 𝑥𝑟], … . 𝐼𝑛−1 = [𝑥𝑛−2, 𝑥𝑛−1], 

𝐼𝑛 = [𝑥𝑛−1, 𝑥𝑛]are called sub-divisions of I =[𝑎, 𝑏]. 

And length of sub-divisions𝐼𝑟 is 𝑥𝑟 − 𝑥𝑟−1 and which is denoted by 𝛿𝑟. 

⇒ 𝛿1+ 𝛿2 +  𝛿3 + ⋯ +  𝛿𝑛−1 +  𝛿𝑛=∑  𝛿𝑟
𝑛
𝑟=1 = 𝑏 − 𝑎 

Example: Let I =[0, 1] 

𝑃1 = {0,
1

2
, 1},  𝛿𝑟 =

1

2
 

𝑃2 = {0,
1

4
,

1

2
,

3

4
, 1},  𝛿𝑟 =

1

4
 

𝑃3 = {0, 0.1, 0.3, 0.6, 0.8, 0.9, 1},  
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in  𝑃3,  𝛿1 = 0.1, 𝛿2 = 0.2,  𝛿3 = 0.3,    𝛿4 = 0.2 𝛿5 = 0.1,  𝛿6 = 0.1 

Note: Partition of an interval [𝑎, 𝑏] is not necessarily unique. We can have (finite or 

infinite) many number of partitions on [𝑎, 𝑏]. The collection of all these partitions of 

[𝑎, 𝑏] is denoted by P[𝑎, 𝑏].  

If 𝑃1, 𝑃2, 𝑃3 … …are partitions of [𝑎, 𝑏]  then 𝑃1 ∈ P [𝑎, 𝑏], 𝑃2 ∈ P [𝑎, 𝑏],    𝑃3 ∈

 P[𝑎, 𝑏]… 

P[𝑎, 𝑏]={𝑃1, 𝑃2, 𝑃3 … } 

Norm of a partition:  

It is not necessary that the length of sub division is same for all sub intervals of a 

partition. The maximum length of sub interval of a partition ‘P’ is called Norm of ‘P’. 

And is denoted by ‖𝑃‖. 

Therefore ‖𝑃‖ =max{ 𝛿𝑟 ,   𝑟 = 1, 2, … . . 𝑛} 

Example: Let I =[𝑎, 𝑏] =  [1, 2] 

𝑃1 = {1,   1.2,   1.4,   1.5,   1.7,   2} 

Where  𝛿1 = 0.2, 𝛿2 = 0.2,  𝛿3 = 0.1,    𝛿4 = 0.2,  𝛿5 = 0.3 

Therefore ‖𝑃1‖ =max{ 𝛿𝑟 ,   𝑟 = 1, 2, … . . 𝑛}= 0.3 

𝑃2 = {1,   1.25,   1.5,   1.75,   2} 

‖𝑃2‖ =max{ 𝛿𝑟,   𝑟 = 1, 2, … . . 𝑛}= 0.25 

Here length of sub division is uniform. 

Note: If length 𝛿𝑟 of sub division is uniform then ‖𝑃‖= 𝛿𝑟 

Refinement of partition: 

If 𝑃1𝑎𝑛𝑑 𝑃2are two partitions of [𝑎, 𝑏] such that 𝑃1 ⊆ 𝑃2then 𝑃2 is called refinement 

of 𝑃1[𝑎, 𝑏]. 

Example:  

1.Let us take [𝑎, 𝑏]=[0, 𝜋] and𝑃1 = {0,
𝜋

2
, 𝜋}, 𝑃2 = {0,

𝜋

4
,

𝜋

2
,

3𝜋

4
, 𝜋} 

⇒𝑃1 ⊆ 𝑃2∴ 𝑃2 is the refinement of𝑃1of[0,  𝜋]. 

If    𝑃3={0,
𝜋

6
,

𝜋

3
, 𝜋} then either 𝑃1, 𝑎𝑛𝑑 𝑃3or 𝑃2 𝑎𝑛𝑑 𝑃3are non comparable. 

2. Let [𝑎, 𝑏]= [1, 3] 

𝑃1 = {1,   1.4,   1.6, 2,   2.4, 2.6, 3} 

𝑃2 = {1, 2, 3} 

‖𝑃1‖ = 0.4 𝑎𝑛𝑑 ‖𝑃2‖ = 1 and 𝑃2 ⊆ 𝑃1 

⇒𝑃1is refinement of 𝑃2of [1, 3]. 

Lecture 3,      4.9.2020 
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Home work examples:  

1. Let [a, b] = [3, 6] and P1 = {3,  3.3,  3.4, 3.9,  4.1, 4.7, 5,  5.6, 5.8, 6} 

Then find norm of partition P1 and get at least one more partition P2 on [3, 6] 

which is refinement of P1. 

2.  [a, b] = [2, 4] and  if P1 = {2,  2.4,  2.6,  3.5,  3.7, 3.9, 4} and P2 = {2,   2.6,   

3.9,  4}then find ‖𝑃1‖    and ‖𝑃2‖    and which is refinement of which? 

3. On [a, b] = [0, 𝜋], find two partitions P1 and P2 so that P2 is refinement of P1 

 

Upper and Lower Riemann sums or Darboux sums: 

Let 𝑓: [𝑎, 𝑏] → 𝑅 is taken as bounded real valued function and 

𝑃= {𝑥0 = 𝑎, 𝑥1, 𝑥2, … … 𝑥𝑟−1, 𝑥𝑟 , … … . 𝑥𝑛−1, 𝑥𝑛 = 𝑏} be a partition of 𝑓 

As 𝑓 is bounded on [𝑎, 𝑏] it is also bounded on the sub interval 𝐼𝑟 = [xr-1, xr] 

If 𝑚𝑟 and 𝑀𝑟 be infimum and suprimum of ‘𝑓’ onIr = [xr-1,  xr]  and 𝛿𝑟 be the length of 

the sub division then 

𝒊) ∑ 𝑚𝑟
𝑛
𝑟=1 𝛿𝑟 = 𝑚1𝛿1+𝑚2𝛿2 + ⋯ +𝑚𝑟𝛿𝑟 + ⋯ +𝑚𝑛−1𝛿𝑛−1 + 𝑚𝑛𝛿𝑛 

is called lower Riemann sum and is denoted by 𝑳(𝒑, 𝒇) and  

 

 

 

 

 

 

 

∴ 𝑳(𝒑, 𝒇)  = ∑ 𝑚𝑟
𝑛
𝑟=1 𝛿𝑟 = 𝑚1𝛿1+𝑚2𝛿2 + ⋯ +𝑚𝑟𝛿𝑟 + ⋯ +𝑚𝑛−1𝛿𝑛−1 + 𝑚𝑛𝛿𝑛  is 

sum of    

                    areas of all rectangles not exactly same as area between curve and x axis                           

                    from a to b but less than that. 

𝒊𝒊) ∑ 𝑀𝑟

𝑛

𝑟=1

𝛿𝑟 = 𝑀1𝛿1+𝑀2𝛿2 + ⋯ +𝑀𝑟𝛿𝑟 + ⋯ +𝑀𝑛−1𝛿𝑛−1 + 𝑀𝑛𝛿𝑛 

is called upper Riemann sum (upper sum) and is denoted by 𝑼(𝒑, 𝒇) 

 

 

 

 

y 

x 
   a=x0    b    x1 xn= 

𝛿1  

𝛿2  

𝛿𝑛  

𝛿𝑟  = 𝑥𝑟 − 𝑥𝑟−1 

mr is ht of 

rectangle  so that 

mr𝛿𝑟 is area of 

rth rectangle  

𝑚1 

𝑚2 

𝑚𝑛  

𝛿𝑟  = 𝑥𝑟 − 𝑥𝑟−1 

Mr is ht of 

rectangle  so that 

Mr𝛿𝑟 is area of 

rth rectangle  
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∴ 𝑼(𝒑, 𝒇) = ∑ 𝑀𝑟
𝑛
𝑟=1 𝛿𝑟 = 𝑀1𝛿1+𝑀2𝛿2 + ⋯ +𝑀𝑟𝛿𝑟 + ⋯ +𝑀𝑛−1𝛿𝑛−1 + 𝑀𝑛𝛿𝑛 is 

sum of  areas of all rectangles not exactly same as area between curve and x axis               

from a to b but more than that. 

Thus lower and Upper sums are defined as  

If  mr  and Mr be Inf. and sup. of  f on Irthen sums  

𝐿(𝑝,   𝑓) = ∑ 𝑚𝑟
𝑛
𝑟=1 𝛿𝑟   𝑎𝑛𝑑  𝑈(𝑝,   𝑓) = ∑ 𝑀𝑟

𝑛
𝑟=1 𝛿𝑟 are resply. called Riemann 

lower  

and upper sums of f(x). 

Examples: 

1.Let 𝒇: [𝟎, 𝟏] → 𝑹 defined by 𝒇(𝒙) = 𝟐𝒙 + 𝟏 and P ={𝟎,
𝟏

𝟐
, 𝟏}then find 𝑳(𝒑, 𝒇) 

and 𝑼(𝒑, 𝒇). 

Solution: 

Let given function 𝑓(𝑥) = 2𝑥 + 1 which is bounded on [0, 1]and P ={0,
1

2
, 1} 

𝐼1 = [0,
1

 2
] , 𝐼2 = [

1

2
, 1] 

Next,  m1= 𝑓(0)=1 ; M1= 𝑓 (
1

2
)=2 and m2= 𝑓 (

1

2
)=2 ;  M2= 𝑓(1)=3 

And 𝛿1 =
 1

2
 and  𝛿2 =

1

2
 

Then 𝐿(𝑝, 𝑓) = 𝑚1𝛿1+𝑚2𝛿2 = 1 ×
1

2
+ 2 ×

1

2
=

3

2
= 1.5 

𝑈(𝑝, 𝑓)=𝑀1𝛿1+𝑀2𝛿2 = 2 ×
1

2
+ 3 ×

1

2
=

5

2
= 2.5 

Clearly  𝑈(𝑝, 𝑓) >  𝐿(𝑝, 𝑓) 

2. Let𝒇: [𝟎, 𝟏] → 𝑹  defined by 𝒇(𝒙) = 𝟐𝒙 + 𝟏  and P={𝟎, 𝟎. 𝟐, 𝟎. 𝟓, 𝟎. 𝟕  𝟏}then 

find 𝑳(𝒑, 𝒇) and 𝑼(𝒑, 𝒇). 

Solution: Let the given function is 𝑓(𝑥) = 2𝑥 + 1 which is bounded on [0, 1] 

P={0, 0.2, 0.5, 0.7, 1} 

𝐼1 = [0, 0.2], 𝐼2 = [0.2, 0.5], 𝐼3 = [0.5, 0.7], 𝐼4 = [0.7, 1] 

y 

x 
   b    x1 xn = 

𝛿1  
𝛿2  

𝑀1 
𝑀2 

𝑚𝑛  
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Next 𝑚1 = 𝑓(0) = 1 𝑀1 = 𝑓(0.2) = 1.4 

𝑚2 = 𝑓(0.2) = 1.4𝑀2 = 𝑓(0.5) = 2 

𝑚3 = 𝑓(0.5) = 2𝑀3 = 𝑓(0.7) = 2.4 

𝑚4 = 𝑓(0.7) = 2.4 𝑀4 = 𝑓(1) = 3 

And 𝛿1 = 0.2 𝛿2 = 0.3 𝛿3 = 0.2 and 𝛿4 = 0.3 

Then 𝐿(𝑝, 𝑓) = 𝑚1𝛿1+𝑚2𝛿2 + 𝑚3𝛿3+𝑚4𝛿4 

𝐿(𝑝,   𝑓) = 1 × 0.2 + 1.4 × 0.3 + 2 × 0.2 + 2.4 × 0.3 = 1.74 

𝑈(𝑝,   𝑓) = 𝑀1𝛿1+ 𝑀2𝛿2 + 𝑀3𝛿3+ 𝑀4𝛿4 

𝑈(𝑝,   𝑓) = 1.4 × 0.2 + 2 × 0.3 + 2.4 × 0.2 + 3 × 0.3 = 2.26 

Clearly  𝑈(𝑝, 𝑓) >  𝐿(𝑝, 𝑓) 

3.Let 𝒇: [𝟎, 𝟏] → 𝑹 defined by 𝒇(𝒙) = 𝒙 and P ={𝟎,
𝟏

𝟑
,

𝟐

𝟑
, 𝟏}then find 𝑳(𝒑, 𝒇) 

and 𝑼(𝒑, 𝒇).Dec-2014 &2016 

Solution: Now 𝑓(𝑥) = 𝑥 and P ={0,
1

3
,

2

3
, 1}clearly 𝛿𝑟 =

1

3
 

𝐼1 = [0,
1

3
] , 𝐼2 = [

1

3
,

2

3
] , 𝐼3 = [

2

3
, 1] 

Next 𝑚1 = 𝑓(0) = 0, 𝑀1 = 𝑓 (
1

3
) =

1

3
 

𝑚2 = 𝑓 (
1

3
) =

1

3
,𝑀2 = 𝑓 (

2

3
) =

2

3
 

𝑚3 = 𝑓 (
2

3
) =

2

3
, 𝑀3 = 𝑓(1) = 1 

𝐿(𝑝,   𝑓) = 𝑚1𝛿1+𝑚2𝛿2 + 𝑚3𝛿3 = (0 +
1

3
+

2

3
)

1

3
= 0.33 

𝑈(𝑝,   𝑓) = 𝑀1𝛿1+ 𝑀2𝛿2 + 𝑀3𝛿3 = (
1

3
+

2

3
+ 1)

1

3
=

2

3
= 0.66 

Clearly  𝑈(𝑝, 𝑓) >  𝐿(𝑝, 𝑓) 

Note:𝑈(𝑝, 𝑓)& 𝐿(𝑝, 𝑓) are also ddenoted by S and s respectively. 

4. Compute S and s for 𝒇(𝒙) = 𝒙𝟐 on [𝟎, 𝟏] where P ={𝟎,
𝟏

𝟒
,

𝟐

𝟒
,

𝟑

𝟒
, 𝟏}Dec-2014 

Solution:Now 𝑓(𝑥) = 𝑥2, I = [0, 1] where P ={0,
1

4
,

2

4
,

3

4
, 1} clearly 𝛿𝑟 =

1

4
 

𝐼1 = [0,
1

4
] , 𝐼2 = [

1

4
,

2

4
] , 𝐼3 = [

2

4
,

3

4
] , 𝐼4 = [

3

4
, 1] 

Next 𝑚1 = 𝑓(0) = 0 𝑀1 = 𝑓 (
1

4
) =

1

42
=

1

16
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𝑚2 = 𝑓 (
1

4
) =

1

42
=

1

16
 𝑀2 = 𝑓 (

2

4
) =

4

42
=

1

4
 𝑚3 = 𝑓 (

2

4
) =

4

42
=

1

4
𝑀3 = 𝑓 (

3

4
) =

9

42
=

9

16
 

𝑚4 = 𝑓 (
3

4
) =

9

42
=

9

16
   𝑀4 = 𝑓(1) = 12 = 1 

Then 𝐿(𝑝, 𝑓) = 𝑠 = 𝑚1𝛿1+𝑚2𝛿2 + 𝑚3𝛿3+𝑚4𝛿4 

𝐿(𝑝,   𝑓) = 𝑠 =
1

4
(0 +

1

42
+

4

42
+

9

42
) =

7

32
 

𝑈(𝑝,   𝑓) = 𝑆 = 𝑀1𝛿1+ 𝑀2𝛿2 + 𝑀3𝛿3+ 𝑀4𝛿4 

𝑈(𝑝,   𝑓) = 𝑆 =
1

4
(

1

42
+

4

42
+

9

42
+

42

42
) =

1

4
×

30

42
=

15

32
 

Clearly  𝑈(𝑝, 𝑓) >  𝐿(𝑝, 𝑓) i.e.𝑆 >  𝑠 

Home work examples: 

1. If  f(x) = 3 and I = [5, 7] then find s  and S of f in I for the partition  

P = {5,  6,  7} 

2. If  f(x) = Sinx  and I = [0, 𝝅] then find s  and S of f in I for the partition  

P = {0, 
𝝅

𝟔
,  

𝝅

  𝟑
,     

𝝅

𝟐
,   

𝟑𝝅

𝟐
,   𝝅} 

3. If   f(x) = |𝒙|,    I = [-1,  1]  and P ={ -1,    0,  0.5,    1} then L(P,  f)   and U(P, 

f). 

 

Theorem 1. : Let 𝒇: [𝒂, 𝒃] → 𝑹 is taken as bounded real valued function 

𝒑 ∈ P[𝒂, 𝒃] then 𝒊) 𝑳(𝒑, 𝒇) ≤ 𝑼(𝒑, 𝒇) 

𝒊𝒊) 𝒎(𝒃 − 𝒂) ≤ 𝑳(𝒑, 𝒇) ≤ 𝑼(𝒑, 𝒇) ≤ 𝑴(𝒃 − 𝒂)Or  

𝒎(𝒃 − 𝒂) ≤ 𝒔 ≤ 𝑺 ≤ 𝑴(𝒃 − 𝒂)Where𝒎 and 𝑴 be infimum and supremum of𝒇 

on [𝒂, 𝒃] 

Proof: Let 𝑝= {𝑥0 = 𝑎, 𝑥1, 𝑥2, … … 𝑥𝑟−1, 𝑥𝑟 , … … . 𝑥𝑛−1, 𝑥𝑛 = 𝑏}  be any partition 

of [𝑎, 𝑏] and 𝑓 be bounded on [𝑎, 𝑏] 

𝑖) Let 𝑚𝑟 ,  𝑀𝑟 be the infimum and supremum of 𝑓 on 𝐼𝑟then 

𝑚𝑟 ≤   𝑀𝑟∀𝑟 = 1, 2, … . . 𝑛 

𝑚𝑟𝛿𝑟 ≤   𝑀𝑟𝛿𝑟∀𝑟 = 1, 2, … . . 𝑛  ∵𝛿𝑟 ≠ 0 and length is non-negative. 

Taking summation both sides  from r =1,2,---n  we get,    ∑ 𝑚𝑟𝛿𝑟
𝑛
𝑟=1 ≤ ∑ 𝑀𝑟𝛿𝑟

𝑛
𝑟=1  

𝑖. 𝑒 𝐿(𝑝,   𝑓) ≤ 𝑈(𝑝,   𝑓) 

ii) If ‘𝑚 ’, ‘ 𝑀 ’ be infimum and supremum of  𝑓  on [𝑎, 𝑏]  and 𝑚𝑟 ,  𝑀𝑟  be the                                           

infimum and supremum of fon 𝐼𝑟then 𝑚 ≤  𝑚𝑟  ≤ 𝑀𝑟 ≤ 𝑀 
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Multiplying  throughout   by  𝛿𝑟>0 we get,  

⇒ 𝑚𝛿𝑟 ≤  𝑚𝑟𝛿𝑟 ≤ 𝑀𝑟𝛿𝑟 ≤ 𝑀𝛿𝑟 

⇒ ∑  𝑚𝛿𝑟

𝑛

𝑟=1

≤ ∑ 𝑚𝑟𝛿𝑟

𝑛

𝑟=1

≤ ∑ 𝑀𝑟𝛿𝑟

𝑛

𝑟=1

≤ ∑  𝑀𝛿𝑟

𝑛

𝑟=1

 

⇒ 𝑚 ∑ 𝛿𝑟

𝑛

𝑟=1

≤ ∑ 𝑚𝑟𝛿𝑟

𝑛

𝑟=1

≤ ∑ 𝑀𝑟𝛿𝑟

𝑛

𝑟=1

≤ 𝑀 ∑ 𝛿𝑟

𝑛

𝑟=1

 

⇒ 𝑚 ∑ 𝛿𝑟

𝑛

𝑟=1

≤ 𝐿(𝑝, 𝑓) ≤ 𝑈(𝑝, 𝑓) ≤ 𝑀 ∑ 𝛿𝑟

𝑛

𝑟=1

 

⇒ 𝑚(𝑏 − 𝑎) ≤ 𝐿(𝑝, 𝑓) ≤ 𝑈(𝑝, 𝑓) ≤ 𝑀(𝑏 − 𝑎) 

{∵ If [𝑎,   𝑏]is interval then ∑ 𝛿𝑟
𝑛
𝑟=1 = (𝑏 − 𝑎)} 

Theorem : If 𝒇: [𝒂, 𝒃] → 𝑹 be bounded function and P1,P2∈ 𝑷[𝒂, 𝒃] such that  

P1 ≤P2(P2 is refinement of P1) then 

𝒊) 𝑳(𝑷𝟏, 𝒇) ≤ 𝑳(𝑷𝟐, 𝒇)𝒊𝒊) 𝑼(𝑷𝟏, 𝒇) ≥ 𝑼(𝑷𝟐, 𝒇)  and  

𝒊𝒊𝒊)𝑳(𝑷𝟏, 𝒇) ≤ 𝑳(𝑷𝟐, 𝒇) ≤ 𝑼(𝑷𝟐, 𝒇) ≤ 𝑼(𝑷𝟏, 𝒇) 

Proof: Let  𝑓: [𝑎, 𝑏] → 𝑅 be bounded function and P1,P2∈ 𝑃[𝑎, 𝑏] such that P1⊆P2 

(P2 is refinement of P1), 

∴ If  P1= {𝑥0 = 𝑎,  𝑥1, 𝑥2, … … 𝑥𝑟−1, 𝑥𝑟 , … … . 𝑥𝑛−1, 𝑥𝑛 = 𝑏} and  

P2= {𝑥0 = 𝑎,  𝑥1, 𝑥2, … … 𝑥𝑟−1, 𝜉,   𝑥𝑟 , … … . 𝑥𝑛−1, 𝑥𝑛 = 𝑏} be partitions of [a, b] 

 

 
Clearly𝑃1 ⊆ 𝑃2i.e P2 is refinement of P1as 𝑃2 contains just one point(𝜉) more than 

𝑃1.  

Let 𝑚′
𝑟𝑚′′

𝑟  and 𝑚𝑟  be infimum of 𝑓  on [𝑥𝑟−1, 𝜉][𝜉,   𝑥𝑟 ]𝑎𝑛𝑑[𝑥𝑟−1,   𝑥𝑟 ] 

respectively and 𝑀′
𝑟 ,  𝑀′′

𝑟 and 𝑀𝑟  be supremum of 𝑓  on [𝑥𝑟−1,

𝜉][𝜉,   𝑥𝑟 ]  𝑎𝑛𝑑 [𝑥𝑟−1,   𝑥𝑟 ] respectively then 

𝑚𝑟 ≤ 𝑚′
𝑟𝑚𝑟 ≤ 𝑚′′

𝑟 

 𝑀𝑟 ≥ 𝑀′
𝑟𝑀𝑟 ≥  𝑀′′

𝑟𝑒𝑞𝑛 (1) 

𝒊) To prove 𝑳(𝑷𝟏, 𝒇) ≤ 𝑳(𝑷𝟐, 𝒇) 

Consider, LHS = 𝐿(𝑃2, 𝑓) − 𝐿(𝑃1, 𝑓) 

P1  = 

P2 =    
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 LHS = {(𝑚1𝛿1+𝑚2𝛿2 + ⋯ +𝑚𝑟−1𝛿𝑟−1) + [𝑚′
𝑟(𝜉 − 𝑥𝑟−1) + 𝑚′′

𝑟(𝑥𝑟 − 𝜉)] +

+𝑚𝑟+1𝛿𝑟+1 + ⋯ +𝑚𝑛𝛿𝑛} − {𝑚1𝛿1+𝑚2𝛿2 + ⋯ +𝑚𝑟−1𝛿𝑟−1 + 𝑚𝑟𝛿𝑟+𝑚𝑟+1𝛿𝑟+1 +

⋯ +𝑚𝑛𝛿𝑛} 

LHS = 𝑚′
𝑟(𝜉 − 𝑥𝑟−1) + 𝑚′′

𝑟(𝑥𝑟 − 𝜉) − 𝑚𝑟𝛿𝑟 

⇒LHS =𝑚′
𝑟(𝜉 − 𝑥𝑟−1) + 𝑚′′

𝑟(𝑥𝑟 − 𝜉) − 𝑚𝑟(𝑥𝑟 – 𝜉 + 𝜉 − 𝑥𝑟−1) 

⇒ LHS = (𝑚′′
𝑟 − 𝑚𝑟)(𝑥𝑟 − 𝜉) + (𝑚′

𝑟 − 𝑚𝑟)(𝜉 − 𝑥𝑟−1) 

 But(𝑚′′
𝑟 − 𝑚𝑟)(𝑥𝑟 − 𝜉) + (𝑚′

𝑟 − 𝑚𝑟)(𝜉 − 𝑥𝑟−1) ≥ 0  from eqn. (1) 

⇒ LHS ≥ 0 i.e. 𝐿(𝑃2, 𝑓) − 𝐿(𝑃1, 𝑓) ≥ 0 

∴ 𝐿(𝑃2, 𝑓) ≥ 𝐿(𝑃1, 𝑓)or  𝐿(𝑃1, 𝑓) ≤ 𝐿(𝑃2, 𝑓) 

𝒊𝒊) To prove 𝑼(𝑷𝟏, 𝒇) ≥ 𝑼(𝑷𝟐, 𝒇) 

 Consider LHS = 𝑈(𝑃2, 𝑓) −  𝑈(𝑃1, 𝑓) 

                        = {(𝑀1𝛿1+𝑀2𝛿2 + ⋯ +𝑀𝑟−1𝛿𝑟−1) + [𝑀′
𝑟(𝜉 − 𝑥𝑟−1) +

𝑀′′
𝑟(𝑥𝑟 − 𝜉)] + +𝑀𝑟+1𝛿𝑟+1 + ⋯ +𝑀𝑛𝛿𝑛} − {𝑀1𝛿1+𝑀2𝛿2 + ⋯ +𝑀𝑟−1𝛿𝑟−1 +

𝑀𝑟𝛿𝑟+𝑀𝑟+1𝛿𝑟+1 + ⋯ +𝑀𝑛𝛿𝑛} 

=  𝑀′
𝑟(𝜉 − 𝑥𝑟−1) + 𝑀′′

𝑟(𝑥𝑟 − 𝜉) − 𝑀𝑟𝛿𝑟 

⇒LHS =𝑀′
𝑟(𝜉 − 𝑥𝑟−1) + 𝑀′′

𝑟(𝑥𝑟 − 𝜉) − 𝑀𝑟(𝑥𝑟 – 𝜉 + 𝜉 − 𝑥𝑟−1) 

⇒ LHS = (𝑀′′
𝑟 − 𝑀𝑟)(𝑥𝑟 − 𝜉) + (𝑀′

𝑟 − 𝑀𝑟)(𝜉 − 𝑥𝑟−1) 

But (𝑀′′
𝑟 − 𝑀𝑟)(𝑥𝑟 − 𝜉) + (𝑀′

𝑟 − 𝑀𝑟)(𝜉 − 𝑥𝑟−1) ≤ 0 from eqn. (1) 

⇒ LHS ≤ 0 i.e. 𝑈(𝑃2, 𝑓) −  𝑈(𝑃1, 𝑓) ≤ 0 

∴𝑈(𝑃2, 𝑓) ≤  𝑈(𝑃1, 𝑓) Or 𝑈(𝑃1, 𝑓) ≥ 𝑈(𝑃2, 𝑓) 

𝒊𝒊𝒊) To prove 𝑳(𝑷𝟏, 𝒇) ≤ 𝑳(𝑷𝟐, 𝒇) ≤ 𝑼(𝑷𝟐, 𝒇) ≤ 𝑼(𝑷𝟏, 𝒇) 

Thus if 𝑃1 ⊆ 𝑃2 then  

𝐿(𝑃2, 𝑓) ≥ 𝐿(𝑃1, 𝑓)or  𝐿(𝑃1, 𝑓) ≤ 𝐿(𝑃2, 𝑓) → (𝑎) 

𝑈(𝑃2, 𝑓) ≤  𝑈(𝑃1, 𝑓) Or 𝑈(𝑃1, 𝑓) ≥ 𝑈(𝑃2, 𝑓) → (𝑏) 

From (𝑎)&(𝑏)and as we know that lower sum is ≤ upper sum then  

⇒  𝐿(𝑃1, 𝑓) ≤ 𝐿(𝑃2, 𝑓) ≤ 𝑈(𝑃2, 𝑓) ≤ 𝑈(𝑃1, 𝑓) 

Corollary: If P1,P2∈ 𝑃[𝑎, 𝑏] then (i) 𝐿(𝑃1, 𝑓) ≤ 𝑈(𝑃2, 𝑓) 

 (ii) 𝐿(𝑃2, 𝑓) ≤ 𝑈(𝑃1, 𝑓). No lower sum exceeds upper sum. 

Upper and Lower Riemann Integrals: 

If 𝑓: [𝑎, 𝑏] → 𝑅 be bounded function then we have 

𝑚(𝑏 − 𝑎) ≤ 𝐿(𝑃, 𝑓) ≤ 𝑈(𝑃, 𝑓) ≤ 𝑀(𝑏 − 𝑎) → (1) ∀ P ∈ 𝑃[𝑎, 𝑏]  and where 𝑚, 𝑀  

be infimum and supremum of 𝑓on[𝑎, 𝑏].  

From (1) we have  

𝐿(𝑃, 𝑓) ≤ 𝑀(𝑏 − 𝑎) → (𝟏) ∀P ∈ 𝑃[𝑎, 𝑏] 
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𝑈(𝑃, 𝑓) ≥ 𝑚(𝑏 − 𝑎) → (𝟐)∀𝑃 ∈ 𝑃[𝑎, 𝑏] 

From(𝟏) we have 𝐿(𝑃, 𝑓) ≤ 𝑀(𝑏 − 𝑎)∀P ∈ 𝑃[𝑎, 𝑏] 

that means in the place of P if we go on substitute P1, P2, --------------we get  

L(P1, f) ≤ 𝑀(𝑏 − 𝑎),  L(P2, f) ≤ 𝑀(𝑏 − 𝑎),  L(P3, f) ≤ 𝑀(𝑏 − 𝑎),  ----------- 

Thus the set { L(Pi, f): Pi∈ 𝑃[𝑎, 𝑏]}  is bounded above by M(b-a) 

⇒ Set{𝐿(𝑃, 𝑓), 𝑃 ∈ 𝑃[𝑎, 𝑏]} of lower sum is bounded above by 𝑀(𝑏 − 𝑎), 

and hence the set has the least upper bound(supremum) and is called lower Riemann 

integral denoted by ∫ 𝑓(𝑥). 𝑑𝑥
𝑏

𝑎
 

i.e. ∫ 𝒇(𝒙). 𝒅𝒙
𝒃

𝒂
= Supremum of  {𝑳(𝑷, 𝒇) ∶ 𝑷 ∈ 𝑷[𝒂, 𝒃]} = lub of  {𝑳(𝑷, 𝒇) ∶ 𝑷 ∈

𝑷[𝒂, 𝒃]}  is called lower Riemann integral 

Similarly from (𝟐)we have  

𝑈(𝑃, 𝑓) ≥ 𝑚(𝑏 − 𝑎)∀P∈ 𝑃[𝑎, 𝑏] 

⇒ set{𝑈(𝑃, 𝑓) ∶  𝑃 ∈ 𝑃[𝑎, 𝑏]} of upper sum is bounded below by 𝑚(𝑏 − 𝑎), 

and hence the set has  thegreatest lower bound(infimum) and is called upper Riemann 

integral denoted by ∫ 𝑓(𝑥). 𝑑𝑥
�̅�

𝑎
. 

i.e. ∫ 𝒇(𝒙). 𝒅𝒙
�̅�

𝒂
= Infimum of  {𝑼(𝑷, 𝒇) ∶  𝑷 ∈ 𝑷[𝒂, 𝒃]} = glb of  {𝑼(𝑷, 𝒇) ∶  𝑷 ∈

𝑷[𝒂, 𝒃]} is called upper Riemann integral. 

Thus the upper and lower Riemann integrals are defined as follows. 

Lower Riemann Integral: 

Supremum (𝑙𝑢𝑏) of set {𝐿(𝑃, 𝑓)}𝑃∈𝑃[𝑎,𝑏]  of lower sums is called lower Riemann 

integral and is denoted by 

∫ 𝑓(𝑥)𝑑𝑥
𝑏

𝑎
 

i.e∫ 𝑓(𝑥)𝑑𝑥
𝑏

𝑎
 =  𝑆𝑢𝑝𝑟𝑒𝑚𝑢𝑚 𝑜𝑓 {𝐿(𝑃,   𝑓) ∶ 𝑃 ∈ 𝑃[𝑎,   𝑏]} = lim

𝑛→∞
𝐿(𝑃, 𝑓)or |𝑃| → 0 

 

 

 

 

 

{𝑈(𝑃, 𝑓)}𝑃∈𝑃[𝑎,𝑏] of upper sums is called upper Riemann integral and is denoted by 

∫ 𝑓(𝑥)𝑑𝑥
�̅�

𝑎
Upper Riemann Integral: 

Infimum (𝑔𝑙𝑏) of set  

y 

x 
   a=x0    b    x1 xn= 

𝛿1  

𝛿2 

𝛿𝑛  

𝑚𝑛  

As n→ ∞ means no. of 

divisions tends to ∞, length 

𝛿𝑟  is very small i.e tends to 

zero, ie |𝑃| → 0, in that 

case area is exactly 

bounded by curve and x-

axis between a and b 
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𝑖. 𝑒 ∫ 𝑓(𝑥)𝑑𝑥
�̅�

𝑎
= infimum of {𝑈(𝑃,   𝑓) ∶ 𝑃 ∈ 𝑃[𝑎,   𝑏]} =  lim

𝑛→∞
𝑈(𝑃, 𝑓)or|𝑃| → 0 

and is denoted by  ∫ 𝑓(𝑥)𝑑𝑥
𝑏

𝑎
 

 

 

 

 

 

 

 

 

Riemann Integrable Function: 

 A bounded function 𝑓: [𝑎, 𝑏] → 𝑅 is said to be Riemann Integrable (R-Integrable) or 

simply integrable, if ∫ 𝑓(𝑥)𝑑𝑥
�̅�

𝑎
= ∫ 𝑓(𝑥)𝑑𝑥

𝑏

𝑎
 and is denoted by ∫ 𝑓(𝑥) 𝑑𝑥

𝑏

𝑎
. 

Thus a function f(x) is R-integrable if f is bounded in [a, b] and Lower R I = Upper R. 

I. 

i.e∫ 𝑓(𝑥)𝑑𝑥
𝑏

𝑎
 =  ∫ 𝑓(𝑥)𝑑𝑥

�̅̅�

𝑎
= ∫ 𝑓(𝑥) 𝑑𝑥

𝑏

𝑎
 

i.e  

 

Set of all Riemann Integrable function on [𝒂, 𝒃] are denoted by 𝑹[𝒂, 𝒃]. 

𝐍𝐨𝐭𝐞: (𝐢)𝐈𝐟 𝑓 ∈ 𝑅[𝑎,   𝑏] then we say that f is R − integrable. 

 𝑖. 𝑒 𝑓 𝑖𝑠 𝑏𝑜𝑢𝑛𝑑𝑒𝑑 𝑎𝑛𝑑 ∫ 𝑓(𝑥)𝑑𝑥 =
�̅�

𝑎
∫ 𝑓(𝑥)𝑑𝑥

𝑏

𝑎
and that common  value is value of 

integral∫ 𝑓(𝑥)𝑑𝑥
𝑏

𝑎
 

(ii) The interval[𝑎, 𝑏] is called range of integration where ‘a’ is lower limit and ‘b’ is 

an upper limit of integration. 

(iii) If f and g are R-integrable functions means we write f, g∈ 𝑅[𝑎,   𝑏] 

(iv) L(P,f) ≤ ∫ 𝑓(𝑥)𝑑𝑥
𝑏

𝑎
     and    U(P, f)≥  ∫ 𝑓(𝑥)𝑑𝑥, ∀

�̅�

𝑎
P∈ 𝑃[𝑎, 𝑏] 

Properties of Upper and Lower Riemann Integrals: 

y 

x 
   a=x0    b    x1 xn= 

𝛿1  

𝛿2  

𝛿𝑛  

𝑚𝑛  

As n→ ∞ means no. of 

divisions tends to ∞, length 

𝛿𝑟  is very small i.e tends to 

zero, ie |𝑃| → 0, in that 

case area is exactly 

bounded by curve and x-

axis between a and b 
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𝟏. 𝐈𝐟 𝒇: [𝒂,   𝒃] → 𝑹 𝐛𝐞 𝐚 𝐛𝐨𝐮𝐧𝐝𝐞𝐝 𝐟𝐮𝐧𝐜𝐭𝐢𝐨𝐧 𝐭𝐡𝐞𝐧 ∫ 𝒇(𝒙)𝒅𝒙

𝒃

𝒂

≤ ∫ 𝒇(𝒙)𝒅𝒙

�̅�

𝒂

 

Proof: Let P1,P2∈ 𝑃[𝑎, 𝑏] then we have  𝐿(𝑃1, 𝑓) ≤ 𝑈(𝑃2,   𝑓) → (1) 

This is true ∀ P1∈ 𝑃[𝑎, 𝑏] , here by keeping P2 fixedgo on changing P1 as P3, P4, -----

------we get 𝐿(𝑃3, 𝑓) ≤ 𝑈(𝑃2,   𝑓),  

𝐿(𝑃4, 𝑓) ≤ 𝑈(𝑃2,   𝑓), 

𝐿(𝑃5, 𝑓) ≤ 𝑈(𝑃2,   𝑓) 

             ------------------------- 

             --------------------------- 

 Thus we get set {𝐿(𝑃1, 𝑓)}𝑃1≠𝑃2∈𝑃[𝑎,𝑏] set of lower sums is bounded above by 

𝑈(𝑃2,   𝑓), but we have supremum of set{𝐿(𝑃1, 𝑓)}𝑃1∈𝑃[𝑎,𝑏] = ∫ 𝑓(𝑥)𝑑𝑥
𝑏

𝑎
 and  

supremum ≤ upper bound 

∫ 𝑓(𝑥)𝑑𝑥

𝑏

𝑎

≤ 𝑈(𝑃2,   𝑓), ∀𝑃2 ∈ 𝑃[𝑎, 𝑏] 

i.e𝑈(𝑃2,   𝑓) ≥ ∫ 𝑓(𝑥)𝑑𝑥
𝑏

𝑎
, ∀𝑃2 ∈ 𝑃[𝑎, 𝑏] → (2) 

In this put P2 = P3, P4, ------------------- we get 

𝑈(𝑃3,   𝑓) ≥ ∫ 𝑓(𝑥)𝑑𝑥
𝑏

𝑎
, 

𝑈(𝑃4,   𝑓) ≥ ∫ 𝑓(𝑥)𝑑𝑥

𝑏

𝑎

 

------------------------------------- 

   ----------------------------------- 

Thus we get the set {𝑈(𝑃2, 𝑓)}𝑃2∈𝑃[𝑎,𝑏]  of upper sums is bounded below by 

∫ 𝑓(𝑥)𝑑𝑥
𝑏

𝑎
 but we have infimum (glb) of {𝑈(𝑃2, 𝑓)}𝑃2∈𝑃[𝑎,𝑏] = ∫ 𝑓(𝑥)𝑑𝑥

�̅̅�

𝑎
 

And  GLB≥ lower bound , i.e Infimum ≥ lower bound 

∫ 𝑓(𝑥)𝑑𝑥
�̅�

𝑎
≥ ∫ 𝑓(𝑥)𝑑𝑥

𝑏

𝑎
 i.e ∫ 𝑓(𝑥)𝑑𝑥

𝑏

𝑎
≤ ∫ 𝑓(𝑥)𝑑𝑥

�̅�

𝑎
 

∴ ∫ 𝑓(𝑥)𝑑𝑥

𝑏

𝑎

≤ ∫ 𝑓(𝑥)𝑑𝑥

�̅�

𝑎
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II. If 𝒇: [𝒂, 𝒃] → 𝑹 be a bounded function then  

𝑚(𝑏 − 𝑎) ≤ ∫ 𝑓(𝑥)𝑑𝑥

𝑏

𝑎

≤ ∫ 𝑓(𝑥)𝑑𝑥

�̅�

𝑎

≤ 𝑀(𝑏 − 𝑎) 

Proof: Now𝑓: [𝑎, 𝑏] → 𝑅 be a bounded function and hence we have  

(𝑖) 𝑚(𝑏 − 𝑎) ≤ 𝐿(𝑃, 𝑓) ≤ 𝑈(𝑃, 𝑓) ≤ 𝑀(𝑏 − 𝑎) → (1) 

(𝑖𝑖) ∫ 𝑓(𝑥)𝑑𝑥

𝑏

𝑎

≤ ∫ 𝑓(𝑥)𝑑𝑥

�̅�

𝑎

− − − − − − − − − − − − − − − (2)forany partition P 

We know that 

∫ 𝑓(𝑥)𝑑𝑥

𝑏

𝑎

= Supremum of {L(𝑃,   f) ∶ 𝑃 ∈ P[a,   b]} 

i.e. ∫ 𝑓(𝑥)𝑑𝑥 is lub of set of lower sums
𝑏

𝑎
 

⇒ ∫ 𝑓(𝑥)𝑑𝑥

𝑏

𝑎

is an upper bound first 

𝐿(𝑃, 𝑓) ≤ ∫ 𝑓(𝑥)𝑑𝑥
𝑏

𝑎
− − − − − − − − − − − − − − − − − − − (3) for all L(P, f) 

Similarly  

𝑈(𝑃, 𝑓) ≥ ∫ 𝑓(𝑥)𝑑𝑥

�̅�

𝑎

 

i.e∫ 𝑓(𝑥)𝑑𝑥
�̅�

𝑎
≤ U(P,f)--------------------------------------------------(4) 

from(1), (2), (3)&(4)we have   

𝑚(𝑏 − 𝑎) ≤ 𝐿(𝑃, 𝑓) ≤ ∫ 𝑓(𝑥)𝑑𝑥

𝑏

𝑎

≤ ∫ 𝑓(𝑥)𝑑𝑥 ≤ 𝑈(𝑃, 𝑓)

�̅�

𝑎

≤ 𝑀(𝑏 − 𝑎) 
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𝑚(𝑏 − 𝑎) ≤ ∫ 𝑓(𝑥)𝑑𝑥

𝑏

𝑎

≤ ∫ 𝑓(𝑥)𝑑𝑥

�̅�

𝑎

≤ 𝑀(𝑏 − 𝑎) 

III. 𝐈𝐟 𝒇 ∈ 𝐑[𝐚,   𝐛], 𝐭𝐡𝐞𝐧 𝒎(𝒃 − 𝒂) ≤ ∫ 𝒇(𝒙)𝒅𝒙
𝒃

𝒂
≤ 𝑴(𝒃 − 𝒂) 

Proof:Let𝑓 ∈ R[a,   b] then 𝑓 is bounded and  

∫ 𝑓(𝑥)𝑑𝑥 =

�̅̅�

𝑎

∫ 𝑓(𝑥)𝑑𝑥

𝑏

𝑎

= ∫ 𝑓(𝑥)𝑑𝑥

𝑏

𝑎

− − − − − − − − − − − − − − − −(𝑄) 

as 𝑓 is bounded ⇒ 𝑚(𝑏 − 𝑎) ≤ 𝐿(𝑃, 𝑓) ≤ 𝑈(𝑃, 𝑓) ≤ 𝑀(𝑏 − 𝑎) − − − − − (1) 

We have supremum {𝐿(𝑃,   𝑓)}𝑃∈𝑃[𝑎,𝑏] = ∫ 𝑓(𝑥)𝑑𝑥

𝑏

𝑎

 

⇒ 𝐿(𝑃, 𝑓) ≤ ∫ 𝑓(𝑥)𝑑𝑥 = ∫ 𝑓(𝑥)𝑑𝑥

𝑏

𝑎

𝑏

𝑎

 

∴ 𝐿(𝑃, 𝑓) ≤ ∫ 𝑓(𝑥)𝑑𝑥

𝑏

𝑎

− − − − − − − − − − − − − − − − − − − (2) 

Similarly, 

We have infimum {𝑈(𝑝,   𝑓)}𝑝∈𝑃[𝑎,𝑏] = ∫ 𝑓(𝑥)𝑑𝑥

�̅�

𝑎

 

𝑈(𝑝, 𝑓) ≥ ∫ 𝑓(𝑥)𝑑𝑥 = ∫ 𝑓(𝑥)𝑑𝑥

𝑏

𝑎

�̅�

𝑎

 

𝑈(𝑝, 𝑓) ≥ ∫ 𝑓(𝑥)𝑑𝑥

𝑏

𝑎

𝐨𝐫 ∫ 𝑓(𝑥)𝑑𝑥 ≤ 𝑈(𝑝, 𝑓)

𝑏

𝑎

→ (3) 

From (1)(2)&(3) we have  

𝑚(𝑏 − 𝑎) ≤ 𝐿(𝑝, 𝑓) ≤ ∫ 𝑓(𝑥)𝑑𝑥 ≤ 𝑈(𝑝, 𝑓)

𝑏

𝑎

≤ 𝑀(𝑏 − 𝑎) 

𝑚(𝑏 − 𝑎) ≤ ∫ 𝑓(𝑥)𝑑𝑥 ≤ 

𝑏

𝑎

𝑀(𝑏 − 𝑎) 
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Method of CalculatingLower Riemann and Upper Riemann Integrals for 

examples. 

Step I. Divide the given interval [𝑎, 𝑏]into ‘n’ number of sub-divisions(uniform) 

such that  𝛿𝑟 =
(𝑏−𝑎)

𝑛
 

 

Then 𝑥𝑟 = 𝑎 +
(𝑏−𝑎)𝑟

𝑛
 for 𝑟 = 1, 2, … . 𝑛 

For Example: If  f(x) = x+1 and  interval I = [0, 1] then 𝑥𝑟 = 0 +
(1−0)𝑟

𝑛
=

𝑟

𝑛
 

∴ 𝑥𝑟 =
𝑟

𝑛
for 𝑟 = 1, 2, … . 𝑛 

If [𝑎, 𝑏] = [1, 2] then 𝑥𝑟 = 1 +
(2−1)𝑟

𝑛
= 1 +

𝑟

𝑛
 

∴𝑥𝑟 = 1 +
𝑟

𝑛
for 𝑟 = 1, 2, … . 𝑛 

Step II: Calculate  𝑚𝑟   𝑎𝑛𝑑 𝑀𝑟 in Ir = [xr-1, xr] by 𝑚𝑟 = 𝑓(xr−1) 𝑎𝑛𝑑 𝑀𝑟 = 𝑓(xr) 

For the above example  𝑚𝑟 = 𝑓(xr−1)= f(
𝑟−1

𝑛
)  = 

𝑟−1

𝑛
  +1 =

𝑟+𝑛−1

𝑛
  , 

and  Mr = 𝑓(xr)= f(
𝑟

𝑛
)  = 

𝑟

𝑛
  +1 =

𝑟+𝑛

𝑛
 

Step III. Calculate lower and upper sums for the above partition. 

𝐿(𝑝,   𝑓) = ∑ 𝑚𝑟𝛿𝑟

𝑛

𝑟=1

&      𝑈(𝑝,   𝑓) = ∑ 𝑀𝑟𝛿𝑟

𝑛

𝑟=1

 

Step IV. Calculate lower and upper Riemann integral as follows. 

∫ 𝑓(𝑥)𝑑𝑥

𝑏

𝑎

= lim
𝑛→∞

∑ 𝑚𝑟𝛿𝑟

𝑛

𝑟=1

 

∫ 𝑓(𝑥)𝑑𝑥

�̅�

𝑎

= lim
𝑛→∞

∑ 𝑀𝑟𝛿𝑟

𝑛

𝑟=1

 

To prove 𝑓 is R-integrable we have to prove that  

𝑖) 𝑓 is bounded and  

𝑖𝑖) ∫ 𝑓(𝑥)𝑑𝑥 =

�̅̅�

𝑎

∫ 𝑓(𝑥)𝑑𝑥

𝑏

𝑎
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Examples on Riemann-Integral: 

1. Prove that every constant function is R-integrable or if 𝒇: [𝒂, 𝒃] → 𝑹 

defined by  𝒇(𝒙) = 𝒌 then 𝒇 is R-Integrable. 

Solution: Let 𝑓: [𝑎, 𝑏] → 𝑅 defined by  𝑓(𝑥) = 𝑘 ∀ 𝑥 ∈ [𝑎, 𝑏] 

Clearly 𝑘 ≤ 𝑓(𝑥) ≤ 𝑘 ∀ 𝑥 ∈ [𝑎, 𝑏] then ⇒𝑓 is bounded. 

If P= {𝑥0 = 𝑎, 𝑥1, … … 𝑥𝑟−1, 𝑥𝑟 , … … . 𝑥𝑛−1, 𝑥𝑛 = 𝑏} be the partition of   [𝑎, 𝑏]then 

𝐿(𝑃,   𝑓) = ∑ 𝑚𝑟𝛿𝑟
𝑛
𝑟=1  where 𝑚𝑟 & 𝑀𝑟  be infimum & supremum of 𝑓on𝐼𝑟 =

[𝑥𝑟−1, 𝑥𝑟] 

𝐿(𝑃,   𝑓) = ∑ 𝑓(𝑥𝑟−1)𝛿𝑟 = ∑  𝑘𝛿𝑟 =

𝑛

𝑟=1

𝑘

𝑛

𝑟=1

∑ 𝛿𝑟 =

𝑛

𝑟=1

𝑘(𝑏 − 𝑎) 

Similarly, 𝑈(𝑃,   𝑓) = ∑ 𝑀𝑟𝛿𝑟

𝑛

𝑟=1

= ∑  𝑘𝛿𝑟 =

𝑛

𝑟=1

𝑘(𝑏 − 𝑎) 

∫ 𝑓(𝑥)𝑑𝑥 = lim
𝑛→∞

𝐿(𝑃,   𝑓) = lim
𝑛→∞

𝑘(𝑏 − 𝑎) = 𝑘(𝑏 − 𝑎)

𝑏

𝑎

 

and ∫ 𝑓(𝑥)𝑑𝑥 = lim
𝑛→∞

𝑈(𝑝,   𝑓) = lim
𝑛→∞

𝑘(𝑏 − 𝑎) = 𝑘(𝑏 − 𝑎)

�̅�

𝑎

 

∴ ∫ 𝑓(𝑥)𝑑𝑥 =

�̅�

𝑎

∫ 𝑓(𝑥)𝑑𝑥

𝑏

𝑎

⇒ 𝑓is𝑅 − Integrable or𝑓 ∈ 𝑅[𝑎,   𝑏]and 

∫ 𝑓(𝑥)𝑑𝑥

𝑏

𝑎

= ∫ 𝑘𝑑𝑥 =

𝑏

𝑎

𝑘(𝑏 − 𝑎) 

Thus every constant function is 𝑅 − Integrable 

2.If 𝒇: [𝟎, 𝟏] → 𝑹 defined by  𝒇(𝒙) = 𝟐𝒙 + 𝟏 then prove that 𝒇 is R-Integrable or 

𝒇 ∈ 𝑹[𝒂,   𝒃] andalso find ∫ 𝒇(𝒙)𝒅𝒙
𝟏

𝟎
. 

Solution: Let𝑓: [0, 1] → 𝑅 defined by  𝑓(𝑥) = 2𝑥 + 1∀ 𝑥 ∈ [0, 1] 

Clearly 1 ≤ 𝑓(𝑥) ≤ 3 ∀ 𝑥 ∈ [0, 1]⇒ 𝑓 is bounded. 

P= {𝑥0 = 0,
1

𝑛
,

2

𝑛
, … .

𝑟−1

𝑛
,

𝑟

𝑛,
, … . .  

𝑛

𝑛
= 1 = 𝑥𝑛} be the partition of [0, 1] 

If  𝑚𝑟  and 𝑀𝑟 be infimum and supremum of 𝑓on𝐼𝑟 = [
𝑟−1

𝑛
,

𝑟

𝑛
] 



 

 

Dr. M. M. Shankrikopp,  HOD of Mathematics Page 21 
 

KLE’s G.I. Bagewadi College, Niani., B.Sc. V Sem. Mathematics Paper I,  Riemann Integration 

 

Then 𝑚𝑟 = 𝑓(𝑥𝑟−1) = 𝑓 (
𝑟−1

𝑛
) = 2 (

𝑟−1

𝑛
) + 1 =

2𝑟

𝑛
−

2

𝑛
+ 1 

𝑀𝑟 = 𝑓(𝑥𝑟) = 𝑓 (
𝑟

𝑛
) = 2 (

𝑟

𝑛
) + 1 =

2𝑟

𝑛
+ 1 

And𝐿(𝑃,   𝑓) = ∑ 𝑚𝑟𝛿𝑟
𝑛
𝑟=1 = ∑  𝑓 (

𝑟−1

𝑛
) 𝛿𝑟

𝑛
𝑟=1 = ∑ (

2(𝑟−1)

𝑛
+ 1)

1

𝑛

𝑛
𝑟=1  Where 𝛿𝑟 =

1

𝑛
 

                       =
1

𝑛
[
2

𝑛
∑(𝑟 − 1) − ∑ 1

𝑛

𝑟=1

 

𝑛

𝑟=1

] 

                     =
1

𝑛
[

2

𝑛

(𝑛−1)𝑛

2
+ 𝑛] =

1

𝑛
[(𝑛 − 1) + 𝑛] 

=
1

𝑛
[2𝑛 − 1] 

∴ ∫ 𝑓(𝑥)𝑑𝑥 = lim
𝑛→∞

𝐿(𝑃,   𝑓) = lim
𝑛→∞

1

𝑛
[2𝑛 − 1] = 2

1

0

 

And 𝑈(𝑝,   𝑓) = ∑ 𝑀𝑟𝛿𝑟
𝑛
𝑟=1 = ∑  𝑓(

2𝑟

𝑛
)𝛿𝑟

𝑛
𝑟=1 = ∑ (

2𝑟

𝑛
+ 1)

1

𝑛

𝑛
𝑟=1  where 𝛿𝑟 =

1

𝑛
 

                =
1

𝑛
[
2

𝑛
∑ 𝑟 

𝑛

𝑟=1

+ ∑

𝑛

𝑟=1

1]     =
1

𝑛
[
2

𝑛

𝑛(𝑛 + 1)

2
+ 𝑛] 

=
1

𝑛
[(𝑛 + 1) + 𝑛] 

i.e  𝑈(𝑃,   𝑓) =
1

𝑛
[2𝑛 + 1] 

∴ ∫ 𝑓(𝑥)𝑑𝑥 = lim
𝑛→∞

𝑈(𝑃,   𝑓) = lim
𝑛→∞

1

𝑛
[2𝑛 + 1] = 2

1̅

0

 

Clearly ∫ 𝑓(𝑥)𝑑𝑥 =

1

0

∫ 𝑓(𝑥)𝑑𝑥 = 2

1̅

0

⇒ 𝑓 ∈ 𝑅[𝑎,   𝑏] 

And ∫ 𝑓(𝑥)𝑑𝑥 = ∫(2𝑥 + 1)𝑑𝑥 = 2

1

0

1

0

thus given function is R − integrable. 

3. If 𝒇: [𝟎, 𝒂] → 𝑹  defined by 𝒇(𝒙) = 𝒙𝟑 ∀ 𝒙 ∈ [𝟎, 𝒂] then prove that 𝒇  is R-

Integrable or 𝒇 ∈ 𝑹[𝒂,   𝒃] andalso∫ 𝒇(𝒙)𝒅𝒙
𝟏

𝟎
=

𝒂𝟒

𝟒
. 

Solution: Let  𝑓: [0, 𝑎] → 𝑅 defined by  𝑓(𝑥) = 𝑥3 ∀ 𝑥 ∈ [0, 𝑎] 

Clearly ∀ 𝑥 ∈ [0, 𝑎] 0 ≤ 𝑓(𝑥) ≤ 𝑎3 ⇒ 𝑓 is bounded. 

∑ (𝑟 − 1)𝑛
𝑟=1 = 0+1+2+--------(n-1) 

Or  ∑ (𝑛 − 1)𝑛
𝑟=1 = 

(𝑛−1)𝑛

2
 

And ∑ (𝑛)𝑛
𝑟=1  = 

𝑛(𝑛+1)

2
 

 



 

 

Dr. M. M. Shankrikopp,  HOD of Mathematics Page 22 
 

KLE’s G.I. Bagewadi College, Niani., B.Sc. V Sem. Mathematics Paper I,  Riemann Integration 

 

P= {0,
𝑎

𝑛
,

2𝑎

𝑛
, … .

(𝑟−1)𝑎

𝑛
,

𝑟𝑎

𝑛 ,
, … . .  𝑎} be the partition of [0, 𝑎] where length of sub-

interval 𝛿𝑟 =
𝑎

𝑛
. 

If  𝑚𝑟  and 𝑀𝑟 be infimum and supremum of 𝑓on𝐼𝑟 = [
(𝑟−1)𝑎

𝑛
,

𝑟𝑎

𝑛
] 

Then 𝐿(𝑝,   𝑓) = ∑ 𝑚𝑟𝛿𝑟
𝑛
𝑟=1 = ∑  𝑓 (

(𝑟−1)𝑎

𝑛
)

𝑎

𝑛

𝑛
𝑟=1  Where 𝛿𝑟 =

𝑎

𝑛
 

𝐿(𝑝,   𝑓) = ∑ 𝑚𝑟𝛿𝑟

𝑛

𝑟=1

= ∑
(𝑟 − 1)3𝑎3

𝑛3
×

𝑛

𝑟=1

𝑎

𝑛
 

=
𝑎4

𝑛4
∑(𝑟 − 1)3

𝑛

𝑟=1

 

=
𝑎4

𝑛4
[
(𝑛 − 1)𝑛

2
]

2

=
𝑎4

4𝑛4
(𝑛 − 1)2𝑛2 =

𝑎4

4𝑛2
(𝑛 − 1)2 

∫ 𝑓(𝑥)𝑑𝑥 = lim
𝑛→∞

𝐿(𝑃,   𝑓) = lim
𝑛→∞

𝑎4

4𝑛2
(𝑛 − 1)2 = lim

𝑛→∞

𝑎4𝑛2

4𝑛2
(1 −

1

𝑛
)

2

=
𝑎4

4
.

𝑎

0

 

𝑈(𝑃,   𝑓) = ∑ 𝑀𝑟𝛿𝑟
𝑛
𝑟=1 = ∑  𝑓 (

𝑟𝑎

𝑛
)

𝑎

𝑛

𝑛
𝑟=1   Where 𝛿𝑟 =

𝑎

𝑛
 

= ∑
𝑟3𝑎3

𝑛3
×

𝑛

𝑟=1

𝑎

𝑛
=

𝑎4

𝑛4
∑(𝑟)3

𝑛

𝑟=1

=
𝑎4

𝑛4

𝑛2(𝑛 + 1)2

4
 

=
𝑎4(𝑛 + 1)2

4𝑛2
 

∴ ∫ 𝑓(𝑥)𝑑𝑥 = lim
𝑛→∞

𝑈(𝑝,   𝑓) = lim
𝑛→∞

𝑎4(𝑛 + 1)2

4𝑛2
=

𝑎4

4

�̅�

0

[
𝑛2 (1 +

1

𝑛
)

2

𝑛2
] =

𝑎4

4
 

Clearly ∫ 𝑓(𝑥)𝑑𝑥 =

𝑎

0

∫ 𝑓(𝑥)𝑑𝑥 =
𝑎4

4

�̅�

0

⇒ 𝑓 ∈ 𝑅[𝑎,   𝑏] 

And ∫ 𝑓(𝑥)𝑑𝑥 = ∫ 𝑥3𝑑𝑥 =
𝑎4

4

𝑎

0

𝑎

0

thus given function 𝑓 is R − integrable. 

4.If 𝒇: [𝟎, 𝟏] → 𝑹 defined by 𝒇(𝒙) = 𝒙𝟐 + 𝟐 ∀ 𝒙 ∈ [𝟎, 𝟏]then prove that 𝒇 is R-

Integrable or 𝒇 ∈ 𝑹[𝒂,   𝒃] andalso find ∫ 𝒇(𝒙)𝒅𝒙
𝟏

𝟎
. 

∑ (𝑟 − 1)3𝑛
𝑟=1 = 0+13+23+------(n-1)3 

Or  ∑ (𝑛 − 1)3𝑛
𝑟=1 = 

[(𝑛−1)𝑛]

4

2
 

Bcz∑ (𝑛)3𝑛
𝑟=1 =  [

𝑛(𝑛+1)

2
]2 

 



 

 

Dr. M. M. Shankrikopp,  HOD of Mathematics Page 23 
 

KLE’s G.I. Bagewadi College, Niani., B.Sc. V Sem. Mathematics Paper I,  Riemann Integration 

 

Solution: Given that 𝑓: [0, 1] → 𝑅 defined by  𝑓(𝑥) = 𝑥2 + 2 ∀ 𝑥 ∈ [0, 1] 

Clearly 𝑥 ∈ [0, 1] , 2 ≤ 𝑓(𝑥) ≤ 3 ∀ ⇒ 𝑓 is bounded. 

P= {𝑥0 = 0,
1

𝑛
,

2

𝑛
, … .

𝑟−1

𝑛
,

𝑟

𝑛,
, … . .  

𝑛

𝑛
= 1 = 𝑥𝑛} be the partition of [0, 1] Where 𝛿𝑟 =

1

𝑛
 (length of sub-intervals) 

If  𝑚𝑟  and 𝑀𝑟 be infimum and supremum of 𝑓on𝐼𝑟 = [
𝑟−1

𝑛
,

𝑟

𝑛
] 

Then 𝑚𝑟 = 𝑓(𝑥𝑟−1) = 𝑓 (
𝑟−1

𝑛
) = (

𝑟−1

𝑛
)

2
+ 2 

𝑀𝑟 = 𝑓(𝑥𝑟) = 𝑓 (
𝑟

𝑛
) = (

𝑟

𝑛
)

2

+ 2 

And𝐿(𝑃,   𝑓) = ∑ 𝑚𝑟𝛿𝑟
𝑛
𝑟=1 = ∑  𝑓 (

𝑟−1

𝑛
)

1

𝑛

𝑛
𝑟=1 = ∑ [(

𝑟−1

𝑛
)

2
+ 2]

1

𝑛

𝑛
𝑟=1  Where 𝛿𝑟 =

1

𝑛
 

=
1

𝑛
[∑

(𝑟−1)2

(𝑛)2
+ ∑  2𝑛

𝑟=1
𝑛
𝑟=1 ]  = 

1

𝑛3
∑ (𝑟 − 1)2 +

1

𝑛
∑  2𝑛

𝑟=1 = 𝑛
𝑟=1

1

𝑛3

(𝑛−1)𝑛(2[𝑛−1]+1)

6
+

1

𝑛
2𝑛 

𝐿(𝑝,   𝑓) = ∑ 𝑚𝑟𝛿𝑟

𝑛

𝑟=1

=
(𝑛 − 1)(2𝑛 − 1)

6𝑛2
+ 2 

 

∴ ∫ 𝑓(𝑥)𝑑𝑥 = lim
𝑛→∞

𝐿(𝑃,   𝑓) = lim
𝑛→∞

(𝑛 − 1)(2𝑛 − 1)

6𝑛2
+ 2 =

2

6
+ 2

1

0

=
7

3
 

And 𝑈(𝑝,   𝑓) = ∑ 𝑀𝑟𝛿𝑟
𝑛
𝑟=1 = ∑  𝑓 (

𝑟

𝑛
)

1

𝑛

𝑛
𝑟=1 = ∑ [(

𝑟

𝑛
)

2
+ 2]

1

𝑛

𝑛
𝑟=1  Where 𝛿𝑟 =

1

𝑛
 

=
1

𝑛
[∑

𝑟2

𝑛2
+ ∑  2

𝑛

𝑟=1

𝑛

𝑟=1

] =
1

𝑛3
∑ 𝑟2 +

1

𝑛
∑  2

𝑛

𝑟=1

𝑛

𝑟=1

 

=
𝑛(𝑛 + 1)(2𝑛 + 1)

6𝑛3
+

1

𝑛
2𝑛 =

(𝑛 + 1)(2𝑛 + 1)

6𝑛2
+ 2 

∴ ∫ 𝑓(𝑥)𝑑𝑥 = lim
𝑛→∞

𝑈(𝑝,   𝑓) = lim
𝑛→∞

(𝑛 + 1)(2𝑛 + 1)

6𝑛2
+ 2 =

2

6
+ 2 =

7

3

1̅

0

 

Clearly ∫ 𝑓(𝑥)𝑑𝑥 =

1

0

∫ 𝑓(𝑥). 𝑑𝑥 =
7

3

1̅

0

⇒ 𝑓 ∈ 𝑅[𝑎,   𝑏] 

∑ (𝒓 − 𝟏)𝟐𝒏
𝒓=𝟏 = 0+12+22+-----(n-1)2 

Or  ∑ (𝒓 − 𝟏)𝟐𝒏
𝒓=𝟏 = 

(𝒏−𝟏)𝒏(𝟐𝒏−𝟏)

𝟔
 

And ∑ (𝒏)𝟐𝒏
𝒓=𝟏  = 

𝒏(𝒏+𝟏)(𝟐𝒏+𝟏)

𝟔
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And ∫ 𝑓(𝑥)𝑑𝑥 = ∫(𝑥2 + 2)𝑑𝑥 =
7

3

1

0

1

0

thus given function is R − integrable. 

5.Prove that every bounded function need not be integrable. Or give an example 

to show that bounded function need not be R-Integrable. 

Solution:Let 𝑓: [0, 1] → 𝑅 defined by 𝑓(𝑥) = {
−1  ∀ 𝑟𝑎𝑡𝑖𝑜𝑛𝑎𝑙 𝑥 ∈ [0, 1]

1    ∀ 𝑖𝑟𝑟𝑎𝑡𝑖𝑜𝑛𝑎𝑙 𝑥 ∈ [0, 1]
 

Clearly ∀𝑥 ∈ [0, 1] − 1 ≤ 𝑓(𝑥) ≤ 1⇒ 𝑓 is bounded. 

If P be the partition of [0, 1] and if  𝑚𝑟  and 𝑀𝑟 be infimum and supremum of 𝑓on 

𝐼𝑟 = [
𝑟−1

𝑛
,

𝑟

𝑛
] then 𝑚𝑟 = −1  and 𝑀𝑟 = 1 

∴ 𝐿(𝑃,   𝑓) = ∑ 𝑚𝑟𝛿𝑟

𝑛

𝑟=1

= ∑(−1)𝛿𝑟

𝑛

𝑟=1

= (−1)(𝑏 − 𝑎) = −1 

𝑈(𝑃,   𝑓) = ∑ 𝑀𝑟𝛿𝑟

𝑛

𝑟=1

= ∑(1)𝛿𝑟

𝑛

𝑟=1

= (1)(𝑏 − 𝑎) = 1 

And ∫ 𝑓(𝑥)𝑑𝑥 = lim
𝑛→∞

𝐿(𝑃,   𝑓) = lim
𝑛→∞

− 1 = −1

1

0

 

∴ ∫ 𝑓(𝑥)𝑑𝑥 = lim
𝑛→∞

𝑈(𝑃,   𝑓) = lim
𝑛→∞

1 = 1

1̅

0

 

Thus ∫ 𝑓(𝑥)𝑑𝑥
1

0
≠ ∫ 𝑓(𝑥)𝑑𝑥

1̅

0
⇒ 𝑓is not R − integrable. i.e. 𝑓 ∉ 𝑅[0, 1]. 

6.Prove that function 𝒇: [𝟏, 𝟐] → 𝑹 defined by 𝒇(𝒙) = 𝟐𝒙 + 𝟏 is R-Integrable. 

Solution: Let given that 𝑓: [1, 2] → 𝑅 defined by 𝑓(𝑥) = 2𝑥 + 1 

Clearly ∀𝑥 ∈ [1, 2], 3 ≤ 𝑓(𝑥) ≤ 5⇒ 𝑓 is bounded. 

If P be the partition of [1, 2]&if 𝑚𝑟&𝑀𝑟 be infimum& supremum of 𝑓on 

𝐼𝑟 = [1 +
𝑟 − 1

𝑛
, 1 +

𝑟

𝑛
] 

then𝑚𝑟 = 𝑓 (1 +
𝑟−1

𝑛
) = 2 (1 +

𝑟−1

𝑛
) + 1&𝑀𝑟 = 𝑓 (1 +

𝑟

𝑛
) = 2 (1 +

𝑟

𝑛
) + 1 

∴ 𝐿(𝑃,   𝑓) = ∑ 𝑚𝑟𝛿𝑟

𝑛

𝑟=1

= ∑ [(2 +
2(𝑟 − 1)

𝑛
) + 1]

1

𝑛

𝑛

𝑟=1

 

= 𝑛 +
2𝑛(𝑛 − 1)

2𝑛2
𝑛 +

1

𝑛
𝑛 = 3 +

(𝑛 − 1)

𝑛
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∴ ∫ 𝑓(𝑥)𝑑𝑥 = lim
𝑛→∞

𝐿(𝑃,   𝑓) = lim
𝑛→∞

[3 +
(𝑛 − 1)

𝑛
] =

2

1

4 

and 𝑈(𝑃,   𝑓) = ∑ 𝑀𝑟𝛿𝑟

𝑛

𝑟=1

= ∑ [(2 +
2𝑟

𝑛
) + 1]

1

𝑛

𝑛

𝑟=1

 

=
2

𝑛
𝑛 +

2𝑛(𝑛 + 1)

2𝑛2
𝑛 +

1

𝑛
𝑛 = [3 +

(𝑛 + 1)

𝑛
] 

∴ ∫ 𝑓(𝑥)𝑑𝑥 = lim
𝑛→∞

𝑈(𝑃,   𝑓) = lim
𝑛→∞

[3 +
(𝑛 + 1)

𝑛
] =

2̅

1

3 + 1 = 4 

 

Clearly ∫ 𝑓(𝑥)𝑑𝑥 =

2

1

∫ 𝑓(𝑥)𝑑𝑥 = 4 ⇒ f isR − Integrable

2̅

1

∴  𝑓 ∈ 𝑅[1,   2]. 

 

6. Calculate upper and lower Riemann Integrals and hence prove that function 

𝒇: [𝟐, 𝟑] → 𝑹 defined by 𝒇(𝒙) = 𝒙𝟑 + 𝟏 is R-Integrable. 

Darboux’s Theorem: 

Statement: If function  𝒇: [𝒂, 𝒃] → 𝑹  is bounded function then for each 𝜺 >

0, ∃𝜹 > 0 such that 

𝒊) 𝑳(𝑷,   𝒇) > ∫ 𝒇(𝒙)𝒅𝒙

𝒃

𝒂

− 𝜺 

𝒊𝒊) 𝑼(𝑷,   𝒇) < ∫ 𝒇(𝒙). 𝒅𝒙
�̅�

𝒂
+ 𝜺𝑷 ∈ 𝑷[𝒂,   𝒃]Suchthat‖𝑷‖ < 𝛿. 

Proof: Let 𝒇: [𝒂, 𝒃] → 𝑹 is bounded function 

𝒊) By the definition we have   

∫ 𝒇(𝒙)𝒅𝒙

𝒃

𝒂

= 𝐬𝐮𝐩𝐫𝐞𝐦𝐮𝐦 {𝑳(𝑷𝟏,   𝒇)}𝑷𝟏∈𝑷[𝒂,𝒃] 

𝐢. 𝐞. ∫ 𝒇(𝒙)𝒅𝒙

𝒃

𝒂

 𝐢𝐬 𝐥𝐞𝐚𝐬𝐭 𝐮𝐩𝐩𝐞𝐫 𝐛𝐨𝐮𝐧𝐝 𝐨𝐟 𝐬𝐞𝐭{𝑳(𝑷𝟏,   𝒇)} 𝐨𝐟 𝐥𝐨𝐰𝐞𝐫 𝐬𝐮𝐦𝐬. 

By the definition of Supremum 
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(𝒂)𝑳(𝑷𝟏,   𝒇) ≤  ∫ 𝒇(𝒙)𝒅𝒙

𝒃

𝒂

∀ 𝑷𝟏 ∈ 𝑷[𝒂, 𝒃] 

(𝒃) For every 𝜺 > 0, ∃𝑃 with ‖𝑷‖ < 𝛿 such that 𝑳(𝑷,   𝒇) ≰ ∫ 𝒇(𝒙)𝒅𝒙
𝒃

𝒂
− 𝜺 

⇒ 𝑳(𝑷,   𝒇) > ∫ 𝒇(𝒙)𝒅𝒙 − 𝜺

𝒃

𝒂

 

Similarly 

𝒊𝒊) 𝐁𝐲 𝐭𝐡𝐞 𝐝𝐞𝐟𝐢𝐧𝐢𝐭𝐢𝐨𝐧 𝐰𝐞 𝐡𝐚𝐯𝐞 ∫ 𝒇(𝒙)𝒅𝒙 =

�̅�

𝒂

𝐢𝐧𝐟𝐢𝐦𝐮𝐦 {𝑼(𝑷𝟏,   𝒇)}𝑷𝟏∈𝑷[𝒂,𝒃] 

𝒊. 𝒆. ∫ 𝒇(𝒙)𝒅𝒙

�̅�

𝒂

𝐢𝐬 𝐠𝐫𝐞𝐚𝐭𝐞𝐬𝐭 𝐥𝐨𝐰𝐞𝐫 𝐛𝐨𝐮𝐧𝐝 𝐨𝐟 𝐬𝐞𝐭 {𝐔(𝐩𝟏,   𝐟)} 𝐨𝐟 𝐮𝐩𝐩𝐞𝐫 𝐬𝐮𝐦𝐬  

∴by definition of Infimum 

(𝒂)𝑼(𝑷𝟏,   𝒇) ≥ ∫ 𝒇(𝒙). 𝒅𝒙

�̅�

𝒂

∀𝑷𝟏 ∈ 𝑷[𝒂, 𝒃] 

(𝒃) For every 𝜺 > 0, ∃𝑷 with ‖𝑷‖ < 𝜹 such that 𝑼(𝑷,   𝒇) ≱ ∫ 𝒇(𝒙)𝒅𝒙
�̅�

𝒂
+ 𝜺 

⇒ 𝑼(𝑷,   𝒇) < ∫ 𝒇(𝒙)𝒅𝒙

�̅�

𝒂

+ 𝜺 

Thus for every 𝜺 > 0, ∃𝑷 with ‖𝑷‖ < 𝜹 such that  

𝒊) 𝑳(𝑷,   𝒇) > ∫ 𝒇(𝒙)𝒅𝒙
𝒃

𝒂
− 𝜺  and  

𝒊𝒊) 𝑼(𝒑,   𝒇) < ∫ 𝒇(𝒙)𝒅𝒙

�̅�

𝒂

+ 𝜺 

Necessary and sufficient condition for R-Integrability.  

Theorem: A bounded function𝒇: [𝒂, 𝒃] → 𝑹 is R-Integrable iff for 𝜺 > 𝟎∃ P such 

that𝑼(𝑷,   𝒇) − 𝑳(𝑷,   𝒇) < 𝜺. 

OR “A necessary and sufficient condition for bounded function to be R-

Integrable is for 𝜺 > 𝟎∃ P∈ 𝑷[𝒂, 𝒃] such that𝑼(𝑷,   𝒇) − 𝑳(𝑷,   𝒇) < 𝜺.” 

Proof: 
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Necessary Condition: 

Let we suppose that a bounded function 𝑓 be R-Integrable, now we need to prove 

that𝑈(𝑃,   𝑓) − 𝐿(𝑃,   𝑓) < 𝜀. 

Now the bounded function 𝑓 is R-Integrable. 

∫ 𝑓(𝑥)𝑑𝑥 =

�̅�

𝑎

∫ 𝑓(𝑥)𝑑𝑥

𝑏

𝑎

= ∫ 𝑓(𝑥)𝑑𝑥

𝑏

𝑎

 

But ∫ 𝑓(𝑥)𝑑𝑥

𝑏

𝑎

=  supremum {𝐿(𝑃,   𝑓)}𝑃∈𝑃[𝑎,𝑏]and 

∫ 𝑓(𝑥)𝑑𝑥 =

�̅�

𝑎

infimum {𝑈(𝑃,   𝑓)}𝑃∈𝑃[𝑎,𝑏] 

∴ By the definition of supremum and infimum for  𝜀 > 0∃ partition  𝑃1, 𝑃2 of[𝑎, 𝑏] 

such that 𝑈(𝑃1,   𝑓) < ∫ 𝑓(𝑥)𝑑𝑥 +
�̅�

𝑎

𝜀

2
 

𝑈(𝑃1,   𝑓) < ∫ 𝑓(𝑥)𝑑𝑥 +

𝑏

𝑎

𝜀

2
→ (1) 

Similarly, 𝐿(𝑃2,   𝑓) > ∫ 𝑓(𝑥)𝑑𝑥 −

𝑏

𝑎

𝜀

2
 

𝐿(𝑃2,   𝑓) > ∫ 𝑓(𝑥)𝑑𝑥 −

𝑏

𝑎

𝜀

2
 

∫ 𝑓(𝑥)𝑑𝑥 < 𝐿(𝑃2,   𝑓) +

𝑏

𝑎

𝜀

2
→ (2) 

If P=𝑃1 ∪ 𝑃2  then P is refinement of 𝑃1&𝑃2 both. 

Then from (1)& (2) we have  

𝑈(𝑃,   𝑓)  ≤ 𝑈(𝑃1,   𝑓) < ∫ 𝑓(𝑥)𝑑𝑥 +

𝑏

𝑎

𝜀

2
→ (3) 

∫ 𝑓(𝑥)𝑑𝑥 < 𝐿(𝑃 2,   𝑓) +

𝑏

𝑎

𝜀

2
< 𝐿(𝑃,   𝑓) +

𝜀

2
→ (4) 

i.e. from (3)& (4) 
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𝑈(𝑃,   𝑓) < ∫ 𝑓(𝑥)𝑑𝑥 +

𝑏

𝑎

𝜀

2
< {𝐿(𝑃,   𝑓) +

𝜀

2
} +

𝜀

2
 

∴𝑈(𝑃,   𝑓) < 𝐿(𝑃,   𝑓) + 𝜀for𝑃 ∈ 𝑃[𝑎, 𝑏] with‖𝑃‖ < δ 

⇒ 𝑈(𝑃,   𝑓) − 𝐿(𝑃,   𝑓) < 𝜀for𝑃 ∈ 𝑃[𝑎, 𝑏] with‖𝑃‖ < 𝛿. 

Conversely :( Sufficient condition) 

If for 𝜀 > 0∃ partition 𝑃 ∈ 𝑃[𝑎, 𝑏] such that 𝑈(𝑃,   𝑓) − 𝐿(𝑃,   𝑓) < 𝜀 

Then we need to show that 𝑓 is R-Integrable. 

If 𝑓 is bounded, we have  

𝐿(𝑃, 𝑓) ≤ ∫ 𝑓(𝑥)𝑑𝑥

𝑏

𝑎

≤ ∫ 𝑓(𝑥)𝑑𝑥 ≤ 𝑈(𝑃, 𝑓)

�̅�

𝑎

 

⇒ ∫ 𝑓(𝑥)𝑑𝑥 − ∫ 𝑓(𝑥)𝑑𝑥

𝑏

𝑎

≤ 𝑈(𝑃, 𝑓)

�̅�

𝑎

− 𝐿(𝑃, 𝑓) < 𝜀 → (5) 

(∵ Using properties of real numbers:    if a≤ 𝑏 ≤ 𝑐 ≤ 𝑑 𝑡ℎ𝑒𝑛 𝑐 − 𝑏 ≤ 𝑑 − 𝑎) 

∴ from eqn. (5) ∫ 𝑓(𝑥)𝑑𝑥 − ∫ 𝑓(𝑥)𝑑𝑥
𝑏

𝑎
< 𝜀

�̅�

𝑎
 

⇒ ∫ 𝑓(𝑥)𝑑𝑥 = ∫ 𝑓(𝑥)𝑑𝑥

𝑏

𝑎

�̅�

𝑎

 as 𝜀 → 0 

⇒𝒇 is R-Integrable. 
Algebra of Riemann Integrable Functions: 

I. Theorem: If 𝒇: [𝒂, 𝒃] → 𝑹 is R-Integrable and k is any non zero real then  

k𝒇 is also R-Integrable and∫ 𝐤𝒇(𝒙). 𝒅𝒙 =
𝒃

𝒂
𝐤 ∫ 𝒇(𝒙). 𝒅𝒙.

𝒃

𝒂
 

Proof: Let 𝑓 be R- Integrable and k≠ 0 be any real number. 

⇒𝑓 is bounded and k𝑓 is also bounded. 

Let P= {𝑥0 = 𝑎,  𝑥1, 𝑥2, … … 𝑥𝑟−1, 𝑥𝑟 , … … . 𝑥𝑛−1, 𝑥𝑛 = 𝑏} be any partition of [𝑎, 𝑏] 

and 𝑚𝑟  and 𝑀𝑟 be infimum and supremum of 𝑓on𝐼𝑟 . 

As f is R-integrable for 𝜀1  > 0∃ P∈ 𝑃[𝑎, 𝑏] such that𝑈(𝑃,   𝑓) − 𝐿(𝑃,   𝑓) < 𝜀1  ----(1) 

If 𝑚𝑟
′&𝑀𝑟

′ be infimum and supremum of k𝑓on𝐼𝑟 then 

𝑚𝑟
′ =k𝑚𝑟  and 𝑀𝑟

′ = k𝑀𝑟 if k> 0 

𝑚𝑟
′ =k𝑀𝑟  and 𝑀𝑟

′ = k𝑚𝑟 if k< 0 
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⇒ 𝐿(𝑃,   k𝑓) = {
∑ 𝑚𝑟

′𝛿𝑟
n
r=1 = ∑ k𝑚𝑟𝛿𝑟

n
r=1 = k ∑ 𝑚𝑟𝛿𝑟 =n

r=1  k𝐿(𝑃, 𝑓)ifk > 0

∑ 𝑀𝑟
′𝛿𝑟

n
r=1 = ∑ k𝑀𝑟𝛿𝑟

n
r=1 = k ∑ 𝑀𝑟𝛿𝑟

n
r=1 = k𝑈(𝑃, 𝑓)ifk < 0

 

Similarly  𝑈(𝑃,   k𝑓) = {
 k𝑈(𝑃, 𝑓)ifk > 0

 k𝐿(𝑃, 𝑓)ifk < 0
 

∴ 𝑈(𝑃,   k𝑓) - 𝐿(𝑃,   k𝑓) = k𝑈(𝑃, 𝑓) - k𝐿(𝑃, 𝑓) = k[𝑈(𝑃,   𝑓) − 𝐿(𝑃,   𝑓)] <  𝑘𝜀1   

<k
𝜀

𝑘
   if 𝜀1  =

𝜀

𝑘
>0  

<𝜀 

i.e𝑈(𝑃,   k𝑓) - 𝐿(𝑃,   k𝑓)<𝜀   if k>0 

And , if k<0 then 𝑈(𝑃,   k𝑓) – 𝐿(𝑃,   k𝑓) =k[𝐿(𝑃,   𝑓) − 𝑈(𝑃,   𝑓) ] 

= −𝑘[𝑈(𝑃,   𝑓) − 𝐿(𝑃,   𝑓)] 

< − 𝑘𝜀1   

<-k
𝜀

−𝑘
   if 𝜀1  =

𝜀

−𝑘
>0,as k is negative, -k>0 

𝑈(𝑃,   k𝑓) – 𝐿(𝑃,   k𝑓)<𝜀  if k<0 

Thus in both cases, 𝑈(𝑃,   k𝑓) – 𝐿(𝑃,   k𝑓)<𝜀 , ∀𝑘 ≠ 0 

    =>kf  is R-integrable 

And ∫ k𝑓(𝑥)𝑑𝑥
𝑏

𝑎
=  supremum {𝐿(𝑃,   k𝑓)}𝑃∈𝑃[𝑎,𝑏]= sup {k 𝐿(𝑃,   𝑓)}𝑃∈𝑃[𝑎,𝑏]ifk > 0 

= k sup{𝐿(𝑝,   𝑓)} = k ∫ 𝑓(𝑥)𝑑𝑥 =  ifk > 0

𝑏

𝑎

 

∴ ∫ k𝑓(𝑥)𝑑𝑥 =

𝑏

𝑎

k ∫ 𝑓(𝑥)𝑑𝑥 = k ∫ 𝑓(𝑥)𝑑𝑥

𝑏

𝑎

ifk > 0

𝑏

𝑎

→ (𝑝) ∵ 𝑓 ∈ 𝑅[𝑎,   𝑏] 

Similarly ∫ k𝑓(𝑥)𝑑𝑥 =
�̅�

𝑎
k ∫ 𝑓(𝑥)𝑑𝑥 = k ∫ 𝑓(𝑥)𝑑𝑥

𝑏

𝑎

�̅�

𝑎
 

Thus ∫ k𝑓(𝑥)𝑑𝑥

𝑏

𝑎

= k ∫ 𝑓(𝑥)𝑑𝑥

𝑏

𝑎

 

Cor: ∫ −𝒇(𝒙)𝒅𝒙
𝒃

𝒂
= − ∫ 𝒇(𝒙)𝒅𝒙

𝒃

𝒂
 if k=-1 
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II. Theorem: If 𝒇 and 𝒈 are R-Integrable then 𝒇 + 𝒈 is also R-Integrable. 

i.e 𝒇, 𝒈 ∈ 𝑹[𝒂,   𝒃] ⇒ 𝒇 + 𝒈 ∈ 𝑹[𝒂,   𝒃] and hence prove that  

∫(𝒇 + 𝒈)(𝒙)𝒅𝒙 = ∫ 𝒇(𝒙)𝒅𝒙

𝒃

𝒂

+ ∫ 𝒈(𝒙)𝒅𝒙

𝒃

𝒂

𝒃

𝒂

 

Proof: Let𝑓, 𝑔 ∈ 𝑅[𝑎,   𝑏] ⇒ 𝑓, 𝑔 are bounded. {A function  𝑓   is bounded if ∃ 

positive real number ‘k’ such that |𝑓(𝑥)| ≤ k∀ 𝑥 ∈ [𝑎,   𝑏]}. 

∴ ∃ positive real numbers k1 and k2 such that  

|𝑓(𝑥)| ≤ k1 and  |𝑔(𝑥)| ≤ k2∀ 𝑥 ∈ [𝑎,   𝑏] − − − − − − − − − (1) 

Consider, |(𝑓 + 𝑔)(𝑥)| = |𝑓(𝑥) + 𝑔(𝑥)| 

|(𝑓 + 𝑔)(𝑥)| ≤ |𝑓(𝑥)| + |𝑔(𝑥)| ≤ k1 + k2 from (1) 

⇒ 𝑓 + 𝑔 is bounded. 

 

And as 𝑓 & 𝑔 are R-Integrable then for 𝜀 > 0∃ a partition P such that  

𝑈(𝑃,   𝑓) − 𝐿(𝑃,   𝑓) <
𝜀

2
   and     𝑈(𝑃, 𝑔) − 𝐿(𝑃,   𝑔) <

𝜀

2
− − − − − −(2) 

Let P= {𝑥0 = 𝑎,  𝑥1, 𝑥2, … … 𝑥𝑟−1, 𝑥𝑟 , … … . 𝑥𝑛−1, 𝑥𝑛 = 𝑏} be any partition of [𝑎, 𝑏] 

and let 𝑚𝑟
′ 𝑚𝑟

′′ and 𝑚𝑟  be infimum of 𝑓, 𝑔 &(𝑓 + 𝑔)  respectively on𝐼𝑟  and 𝑀𝑟
′,

𝑀𝑟
′′&𝑀𝑟 be supremum of 𝑓, 𝑔 &(𝑓 + 𝑔) respectively on𝐼𝑟 . 

𝑚𝑟
′ ≤ 𝑓(𝑥) ≤ 𝑀𝑟

′and  𝑚𝑟
′′ ≤ 𝑔(𝑥) ≤ 𝑀𝑟

′′∀𝑥 ∈ 𝐼𝑟 . 

Similarly, 𝑚𝑟 ≤ (𝑓 + 𝑔)(𝑥) ≤ 𝑀𝑟∀𝑥 ∈ 𝐼𝑟 . 

And  𝑓(𝑥) + 𝑔(𝑥) ≤   𝑀𝑟
′ + 𝑀𝑟

′′∀𝑥 ∈ 𝐼𝑟 . ⇒𝑀𝑟
′ + 𝑀𝑟

′′ is upper bound of (𝑓 + 𝑔).  

But 𝑀𝑟 is the least upper bound (i.e. supremum) of(𝑓 + 𝑔). 

⇒ 𝑀𝑟 ≤  𝑀𝑟
′ + 𝑀𝑟

′′ ⇒ 

∑ 𝑀𝑟𝛿𝑟 ≤ ∑ 𝑀𝑟
′𝛿𝑟

𝑛

𝑟=1

+ ∑ 𝑀𝑟
′′𝛿𝑟

𝑛

𝑟=1

𝑛

𝑟=1

 

𝑈(𝑃,   𝑓 + 𝑔)  ≤ 𝑈(𝑃,   𝑓) + 𝑈(𝑃,   𝑔) − − − − − − − − − − − (3) 
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𝐿(𝑃,   𝑓 + 𝑔) ≥ 𝐿(𝑃,   𝑓) + 𝐿(𝑃,   𝑔) 

⇒ −𝐿(𝑃,   𝑓 + 𝑔) ≤ −𝐿(𝑃,   𝑓) − 𝐿(𝑃,   𝑔) − − − − − − − − − − − −(4) 

𝑈(𝑃,   𝑓 + 𝑔) − 𝐿(𝑃,   𝑓 + 𝑔) ≤ [𝑈(𝑃,   𝑓) − 𝐿(𝑃,   𝑓)] + [𝑈(𝑃,   𝑔) − 𝐿(𝑃,   𝑔)] 

𝑈(𝑃, 𝑓 + 𝑔) − 𝐿(𝑃,   𝑓 + 𝑔) ≤
𝜀

2
+

𝜀

2
  for 𝑃 ∈ 𝑃[𝑎,   𝑏] from (1) 

𝑼(𝑷, 𝒇 + 𝒈) − 𝑳(𝑷,   𝒇 + 𝒈) < 𝜀 

⇒ 𝒇 + 𝒈 is R-Integrable. 

Next we need to prove that ∫(𝒇 + 𝒈)(𝒙)𝒅𝒙 = ∫ 𝒇(𝒙)𝒅𝒙

𝒃

𝒂

+ ∫ 𝒈(𝒙)𝒅𝒙

𝒃

𝒂

𝒃

𝒂

 

As 𝑓 & 𝑔 are R-Integrable, for 𝜀 > 0∃ partition P∈ 𝑃[𝑎,   𝑏] such that 

∫ 𝑓(𝑥)𝑑𝑥
𝑏

𝑎
−

𝜀

𝟐
=  ∫ 𝑓(𝑥)𝑑𝑥

𝑏

𝑎
−

𝜀

𝟐
< 𝐿(𝑃,   𝑓)& 

∫ 𝑔(𝑥)𝑑𝑥
𝑏

𝑎
−

𝜀

𝟐
=  ∫ 𝑔(𝑥)𝑑𝑥

𝑏

𝑎
−

𝜀

𝟐
< 𝐿(𝑃,   𝑔)∵by Dourbox Theorem. 

On adding we get, 

∫ 𝑓(𝑥)𝑑𝑥
𝑏

𝑎
+ ∫ 𝑔(𝑥)𝑑𝑥

𝑏

𝑎
− 𝜀 < 𝐿(𝑃,   𝑓) + 𝐿(𝑃,   𝑔) < 𝐿(𝑃,   𝑓 + 𝑔)---from (4) 

∫ 𝑓(𝑥)𝑑𝑥
𝑏

𝑎
+ ∫ 𝑔(𝑥)𝑑𝑥

𝑏

𝑎
− 𝜀 < 𝐿(𝑃,   𝑓 + 𝑔) ≤ ∫ (𝑓 + 𝑔)(𝑥)𝑑𝑥

𝑏

𝑎
 

∵ ∫ (𝑓 + 𝑔)(𝑥)𝑑𝑥
𝑏

𝑎
= sup {𝐿(𝑝,   𝑓 + 𝑔)}𝑝∈𝑃[𝑎,𝑏] 

∴ ∫ 𝑓(𝑥)𝑑𝑥

𝑏

𝑎

+ ∫ 𝑔(𝑥)𝑑𝑥

𝑏

𝑎

− 𝜀 ≤ ∫(𝑓 + 𝑔)(𝑥)𝑑𝑥 ∵

𝑏

𝑎

(𝑓 + 𝑔)is R − Integrable. 

∴ ∫ 𝑓(𝑥)𝑑𝑥

𝑏

𝑎

+ ∫ 𝑔(𝑥)𝑑𝑥

𝑏

𝑎

≤ ∫(𝑓 + 𝑔)(𝑥)𝑑𝑥   as 𝜀 → 0𝒆𝒒𝒏. → (𝑨)

𝑏

𝑎

 

similarly ∫ −𝑓(𝑥)𝑑𝑥

𝑏

𝑎

+ ∫ −𝑔(𝑥)𝑑𝑥

𝑏

𝑎

≤ ∫ −(𝑓 + 𝑔)(𝑥)𝑑𝑥

𝑏

𝑎
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⇒ − [∫ 𝑓(𝑥)𝑑𝑥

𝑏

𝑎

+ ∫ 𝑔(𝑥)𝑑𝑥

𝑏

𝑎

] ≤ − ∫(𝑓 + 𝑔)(𝑥)𝑑𝑥 

𝑏

𝑎

 

⇒ ∫(𝑓 + 𝑔)(𝑥)𝑑𝑥 ≤

𝑏

𝑎

∫ 𝑓(𝑥)𝑑𝑥

𝑏

𝑎

+ ∫ 𝑔(𝑥)𝑑𝑥 

𝑏

𝑎

𝒆𝒒𝒏. → (𝑩) 

From eqn.→(A)  &  𝒆𝒒𝒏. → (𝑩) we have  

∫ 𝑓(𝑥)𝑑𝑥

𝑏

𝑎

+ ∫ 𝑔(𝑥)𝑑𝑥 ≤

𝑏

𝑎

∫(𝑓 + 𝑔)(𝑥). 𝑑𝑥 ≤ ∫ 𝑓(𝑥)𝑑𝑥

𝑏

𝑎

+ ∫ 𝑔(𝑥)𝑑𝑥

𝑏

𝑎

𝑏

𝑎

 

∴ ∫(𝒇 + 𝒈)(𝒙)𝒅𝒙 = ∫ 𝒇(𝒙)𝒅𝒙

𝒃

𝒂

+ ∫ 𝒈(𝒙)𝒅𝒙

𝒃

𝒂

𝒃

𝒂

 

Corollary: If 𝒇 & 𝑔 ∈ 𝑹[𝒂,   𝒃] then 𝒇 − 𝒈 ∈ 𝑹[𝒂,   𝒃]. 

Proof: As 𝑔 ∈ 𝑅[𝑎,   𝑏]and k=-1 ⇒(−1)𝑔 ∈ 𝑅[𝑎,   𝑏]⇒−𝑔 ∈ 𝑅[𝑎,   𝑏] 

∴𝑖𝑓𝑓 ∈ 𝑅[𝑎,   𝑏]and −𝑔 ∈ 𝑅[𝑎,   𝑏] then we have 𝑓 + (−𝑔 ) ∈ 𝑅[𝑎,   𝑏] 

⇒ 𝑓 − 𝑔 ∈ 𝑅[𝑎,   𝑏] 

III.If 𝒇 and 𝒈 are R-Integrable then 𝒇. 𝒈 is also R-Integrable. 

i.e. 𝒇, 𝒈 ∈ 𝑹[𝒂,   𝒃] ⇒ 𝒇. 𝒈 ∈ 𝑹[𝒂,   𝒃]. 

Proof: Let𝑓, 𝑔 ∈ 𝑅[𝑎,   𝑏]⇒ 𝑓, 𝑔 are bounded 

∴ ∃Positive real numbers k  such that  

|𝑓(𝑥)| ≤ k and  |𝑔(𝑥)| ≤ k ∀ 𝑥 ∈ [𝑎,   𝑏] → (1)and also∃𝜺1𝑎𝑛𝑑 𝜺2 such that 

𝑼(𝑷,   𝒇) − 𝑳(𝑷,   𝒇) < 𝜺𝟏   and     𝑼(𝑷, 𝒈) − 𝑳(𝑷,   𝒈) < 𝜺𝟐 → (2) 

WhereP= {𝑥0 = 𝑎,  𝑥1, 𝑥2, … … 𝑥𝑟−1, 𝑥𝑟 , … … . 𝑥𝑛−1, 𝑥𝑛 = 𝑏}  be any partition of 

[𝑎, 𝑏] 

let 𝑚𝑟
′ 𝑚𝑟

′′ and 𝑚𝑟  be infimum of 𝑓, 𝑔 &(𝑓. 𝑔)  respectively on𝐼𝑟  and 𝑀𝑟
′,

𝑀𝑟
′′&𝑀𝑟 be supremum of 𝑓, 𝑔 &(𝑓. 𝑔) respectively on𝐼𝑟 . 

Let for 𝛼, 𝛽 ∈ 𝐼𝑟 , Consider, 
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|(𝑓. 𝑔)(𝛽) − (𝑓. 𝑔)(𝛼)| = |𝑓(𝛽). 𝑔(𝛽) − 𝑓(𝛼)𝑔(𝛼)| 

|𝑀𝑟 − 𝑚𝑟| = |𝑓(𝛽). 𝑔(𝛽) − 𝑓(𝛽)𝑔(𝛼) + 𝑓(𝛽)𝑔(𝛼) − 𝑓(𝛼). 𝑔(𝛼)| 

|𝑀𝑟 − 𝑚𝑟| = |𝑓(𝛽)[𝑔(𝛽) − 𝑔(𝛼)] + 𝑔(𝛼)[𝑓(𝛽) − 𝑓(𝛼)]| 

By using the properties of absolute values  

|𝑀𝑟 − 𝑚𝑟| ≤ |𝑓(𝛽)||𝑔(𝛽) − 𝑔(𝛼)| + |𝑔(𝛼)||𝑓(𝛽) − 𝑓(𝛼)| 

|𝑀𝑟 − 𝑚𝑟| ≤ 𝑘|𝑔(𝛽) − 𝑔(𝛼)| + 𝑘 |𝑓(𝛽) − 𝑓(𝛼)| 

|𝑀𝑟 − 𝑚𝑟| ≤ 𝑘|𝑀𝑟
′′ −  𝑚𝑟

′′ | + 𝑘 |𝑀𝑟
′ − 𝑚𝑟

′| 

(𝑀𝑟 − 𝑚𝑟) ≤ 𝑘(𝑀𝑟
′′ −  𝑚𝑟

′′ ) + 𝑘 (𝑀𝑟
′ − 𝑚𝑟

′) 

⇒ ∑(𝑀𝑟 − 𝑚𝑟)𝛿𝑟 ≤ 𝑘 ∑(𝑀𝑟
′′ − 𝑚𝑟

′′)𝛿𝑟

𝑛

𝑟=1

+ 𝑘 ∑(𝑀𝑟
′ − 𝑚𝑟

′)𝛿𝑟

𝑛

𝑟=1

𝑛

𝑟=1

 

𝑈(𝑃,   𝑓. 𝑔) − 𝐿(𝑃,   𝑓. 𝑔) ≤ 𝑘[𝑈(𝑃,   𝑔) − 𝐿(𝑃,   𝑔)] + 𝑘[𝑈(𝑃,   𝑓) − 𝐿(𝑃,   𝑓)] 

𝑈(𝑃,   𝑓. 𝑔) − 𝐿(𝑃,   𝑓. 𝑔) < 𝑘 𝜺1 + 𝑘𝜺2  ∵ from (2) 

𝑈(𝑃,   𝑓. 𝑔) − 𝐿(𝑃,   𝑓. 𝑔) < 𝑘 
𝜺

2𝑘
+ 𝑘

𝜺

2𝑘
= 𝜀 

∴ 𝑈(𝑃,   𝑓. 𝑔) − 𝐿(𝑃,   𝑓. 𝑔) < 𝜀⇒ 𝑓. 𝑔 is R-Integrable. 

Corollary: If 𝒇 is R-Integrable then 𝒇𝟐is also R-Integrable i.e 𝒇 ∈ 𝑹[𝒂,   𝒃] 

⇒ 𝒇𝟐 ∈ 𝑹[𝒂,   𝒃] 

Proof: From Result III, put 𝑔 = 𝑓 we get𝑓2 ∈ 𝑅[𝑎,   𝑏]. 

IV. Theorem: If 𝒇 is R-Integrable and f≠ 𝟎,then 𝒇−𝟏 =
𝟏

𝒇
is also R-Integrable. 

i.e. 𝐢𝐟 𝒇 ∈ 𝑹[𝒂,   𝒃] ⇒ 𝒇−𝟏 =
𝟏

𝒇
∈ 𝑹[𝒂,   𝒃]. 

Proof:Let𝑓 ∈ 𝑅[𝑎,   𝑏]⇒ 𝑓 is R − Integrable, hence 𝑓 is bounded. ∴ ∃ positive real 

number ‘k’ such that |𝑓(𝑥)| ≤ k∀ 𝑥 ∈ [𝑎,   𝑏].− − − − −→ (1) 

Similarly, ∃ another positive & non-zero real number‘t’ such that  

|𝑓(𝑥)| ≥ 𝑡 − − − − − − − − − − − − − − − − − − − −→ (2)∀ 𝑥 ∈ [𝑎,   𝑏]. 

⇒
1

|𝑓(𝑥)|
≤

1

𝑡
 i.e.

1

|𝑓|
(𝑥) ≤

1

𝑡
 ⇒

1

 𝑓
 is also bounded. 
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Also as 𝑓 is R-Integrable for 𝜀1 > 0, ∃ partition P such that 

𝑈(𝑃,   𝑓) − 𝐿(𝑃,   𝑓) < 𝜺1 − − − − − −−→ (3) 

let 𝑚𝑟 , 𝑚𝑟
′ 𝑎𝑛𝑑 𝑀𝑟 , 𝑀𝑟

′be infimum and supremum of  of 𝑓,
1

𝑓
 respectively on𝐼𝑟.  

∴ for𝛼, 𝛽 ∈ 𝐼𝑟, Consider, 

|
1

𝑓
(𝛽) −

1

𝑓
(𝛼)| = |

1

𝑓(𝛽)
−

1

𝑓(𝛼)
| 

|𝑀𝑟
′ − 𝑚𝑟

′| = |
𝑓(𝛼) − 𝑓(𝛽)

𝑓(𝛽)𝑓(𝛼)
| 

𝑀𝑟
′ − 𝑚𝑟

′ =
|𝑓(𝛼) − 𝑓(𝛽)|

|𝑓(𝛽)||𝑓(𝛼)|
 

𝑀𝑟
′ − 𝑚𝑟

′ ≤
|𝑓(𝛼)−𝑓(𝛽)|

𝑡.𝑡
                         ⇒

1

|𝑓(𝑥)|
≤

1

𝑡
  ∀𝑥 ∈ 𝐼𝑟 ⊆I 

𝑀𝑟
′ − 𝑚𝑟

′ ≤
|𝑚𝑟 − 𝑀𝑟 |

𝑡2
 

𝑀𝑟
′ − 𝑚𝑟

′ ≤
(𝑀𝑟 − 𝑚𝑟 )

𝑡2
 

⇒ ∑(𝑀𝑟
′ − 𝑚𝑟

′)𝛿𝑟 ≤
1

𝑡2
∑(𝑀𝑟 − 𝑚𝑟)𝛿𝑟

𝑛

𝑟=1

𝑛

𝑟=1

 

𝑈 (𝑃,   
1

 𝑓
) − 𝐿 (𝑃,   

1

 𝑓
) ≤

1

𝑡2
[𝑈(𝑃,   𝑓) − 𝐿(𝑃,   𝑓)] 

𝑈 (𝑃,   
1

 𝑓
) − 𝐿 (𝑃,   

1

 𝑓
) ≤

1

𝑡2
𝜺1 =

1

𝑡2
𝜀𝑡2 From→ (3) where 𝜺1 = 𝜀𝑡2 for 𝜀 > 0. 

⇒ 𝑈 (𝑃,   
1

 𝑓
) − 𝐿 (𝑃,   

1

 𝑓
) ≤ 𝜀 

⇒
1

 𝑓
is R − Integrable. i.e. 

1

 𝑓
∈ 𝑅[𝑎,   𝑏] 

Corollary: If 𝒇 and 𝒈 are R-Integrable and 𝒈 ≠ 𝟎 then 
𝒇

𝒈
 is also R-Integrable. 

i.e. 𝒇, 𝒈 ∈ 𝑹[𝒂,   𝒃] 𝒂𝒏𝒅 𝒈 ≠ 𝟎 ⇒
𝒇

𝒈
∈ 𝑹[𝒂,   𝒃]. 
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Proof:Let𝑓, 𝑔 ∈ 𝑅[𝑎,   𝑏] 𝑎𝑛𝑑 𝑔 ≠ 0, 

∴from previous result 
𝟏

𝒈
∈ 𝑅[𝑎,   𝑏]and 

As 𝑓,
𝟏

𝒈
∈ 𝑅[𝑎,   𝑏] ⇒ 𝑓.

𝟏

𝒈
∈ 𝑅[𝑎,   𝑏](∵ as 𝑓, 𝑔 ∈ 𝑅[𝑎,   𝑏] ⇒ 𝑓. 𝑔 ∈ 𝑅[𝑎,   𝑏] ) 

⇒
 𝒇

𝒈
∈ 𝑅[𝑎,   𝑏] ∴ If 𝑓 and 𝑔 are R-Integrable and 𝑔 ≠ 0 then 

𝑓

𝑔
 is also R-Integrable. 

i.e. 𝑓, 𝑔 ∈ 𝑅[𝑎,   𝑏] 𝑎𝑛𝑑 𝑔 ≠ 0 ⇒
𝑓

𝑔
∈ 𝑅[𝑎,   𝑏]. 

V. Theorem: If 𝒇 is R-Integrable then |𝒇| is also R-Integrable. 

i.e. 𝒇 ∈ 𝑹[𝒂,   𝒃]  ⇒ |𝒇| ∈ 𝑹[𝒂,   𝒃]. And |∫ 𝒇(𝒙). 𝒅𝒙
𝒃

𝒂
| ≤ ∫ |𝒇(𝒙)|.

𝒃

𝒂
𝒅𝒙. 

Proof:Now 𝑓 ∈ 𝑅[𝑎,   𝑏] 

⇒ 𝑓 is bounded. Then ∃ positive real number ‘k’ such that |𝑓(𝑥)| ≤ k∀ 𝑥 ∈ [𝑎,   𝑏] 

i.e. |𝑓| is bounded. And as 𝑓 is R-Integrable for 𝜀 > 0∃ partition   

P= {𝑥0 = 𝑎,  𝑥1, 𝑥2, … … 𝑥𝑟−1, 𝑥𝑟 , … … . 𝑥𝑛−1, 𝑥𝑛 = 𝑏} of [𝑎,   𝑏] 

Such that 𝑈(𝑃,   𝑓) − 𝐿(𝑃,   𝑓) < 𝜺 → (𝟏). 

Let 𝑚𝑟 , 𝑚𝑟
′ 𝑎𝑛𝑑 𝑀𝑟 ,  𝑀𝑟

′be infimum and supremum of  of 𝑓 &|𝑓| respectively on𝐼𝑟. 

∴there exists  𝛼, 𝛽 ∈ 𝐼𝑟 such that  𝑀𝑟
′ = |𝑓|(𝛽)𝑎𝑛𝑑 𝑚𝑟

′ = |𝑔|(𝛽) 

and, 𝑀𝑟 =  − 𝑚𝑟 

Consider, ||𝑓|(𝛽) − |𝑓|(𝛼)| = ||𝑓(𝛽)| − |𝑓(𝛼)|| ≤ |𝑓(𝛽) − 𝑓(𝛼)| 

{𝑩′𝒄𝒛||𝒙| − |𝒚|| ≤ |𝒙 − 𝒚|} 

𝑖. 𝑒 𝑀𝑟
′ −  𝑚𝑟

′ ≤  𝑀𝑟 −  𝑚𝑟 

⇒ ∑  (𝑀𝑟
′ −  𝑚𝑟

′)𝛿𝑟 ≤ ∑  (𝑀𝑟 −  𝑚𝑟)𝛿𝑟

𝑛

𝑟=1

𝑛

𝑟=1

 

𝑈(𝑃,   |𝑓|) − 𝐿(𝑃,   |𝑓|) ≤ 𝑈(𝑃,   𝑓) − 𝐿(𝑃,   𝑓) < 𝜺 

⇒|𝑓| is R-Integrable i.e. |𝑓| ∈ 𝑅[𝑎,   𝑏]. 

Next, we have to prove|∫ 𝒇(𝒙)𝒅𝒙
𝒃

𝒂
| ≤ ∫ |𝒇(𝒙)|

𝒃

𝒂
𝒅𝒙. 
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We know that |𝑓| = 𝑚𝑎𝑥{𝑓, −𝑓} 

⇒  𝑓(𝑥) ≤ |𝑓(𝑥)| = |𝑓|(𝑥)

  −𝑓(𝑥) ≤ |𝑓|(𝑥)
} ∀ 𝑥 ∈ [𝑎,   𝑏]-------------------(2) 

⇒ ∫ 𝑓(𝑥)𝑑𝑥
𝑏

𝑎

≤ ∫ |𝑓|(𝑥)
𝑏

𝑎

𝑑𝑥 − − − − − − − − − −(3) 

𝑎𝑛𝑑 ∫ −𝑓(𝑥)𝑑𝑥
𝑏

𝑎

≤ ∫ |𝑓|(𝑥)
𝑏

𝑎

𝑑𝑥 ⇒ − ∫ 𝑓(𝑥)𝑑𝑥
𝑏

𝑎

≤ ∫ |𝑓|(𝑥)
𝑏

𝑎

𝑑𝑥  

𝑖. 𝑒 ∫ 𝑓(𝑥)𝑑𝑥
𝑏

𝑎

 ≥ − ∫ |𝑓|(𝑥)
𝑏

𝑎

𝑑𝑥 − − − − − − − −(4) 

∴ from 𝑒𝑞𝑛. → (3)& 𝑒𝑞𝑛. → (4) we have  

− ∫ |𝑓|(𝑥)
𝑏

𝑎

𝑑𝑥 ≤ ∫ 𝑓(𝑥)𝑑𝑥
𝑏

𝑎

≤ ∫ |𝑓|(𝑥)
𝑏

𝑎

𝑑𝑥 

⇒ |∫ 𝒇(𝒙)𝒅𝒙
𝒃

𝒂
| ≤ ∫ |𝒇(𝒙)|

𝒃

𝒂
𝒅𝒙. 

Note: Converse of above theorem need not be true. i.e. If |𝒇| is R-Integrable then 

it is not necessary that  𝒇 is R-𝑰𝒏𝒕𝒆𝒈𝒓𝒂𝒃𝒍𝒆. 𝒊. 𝒆. 𝑰𝒇 |𝒇| ∈ 𝑹[𝒂,   𝒃]  ⇏ 𝒇 ∈ 𝑹[𝒂,   𝒃]. 

𝐅𝐨𝐫 𝐄𝐱𝐚𝐦𝐩𝐥𝐞 ∶ If 𝑓:[0, 1] → 𝑅 defined by 𝑓(𝑥) =  {
1 ∀ 𝑟𝑎𝑡𝑖𝑜𝑛𝑎𝑙 𝑥 ∈ [0, 1]

−1∀ 𝑖𝑟𝑟𝑎𝑡𝑖𝑜𝑛𝑎𝑙 𝑥 ∈ [0, 1]
 

Clearly, 𝑓 is not R-Integrable. 

But |𝑓(𝑥)| = |𝑓|(𝑥) = 11 ∀ 𝑥 ∈ [0, 1] 

Which is R- integrable as every constant function is R-Integrable. 

VI. Theorem: If 𝒇 is R-Integrable i.e. 𝒇 ∈ 𝑹[𝒂,   𝒃]  and 𝒇(𝒙) ≥ 𝟎 ∀𝒙 ∈  [𝒂,   𝒃] 

then  𝒊) ∫ 𝒇(𝒙)𝒅𝒙 ≥ 𝟎
𝒃

𝒂
 

𝒊𝒊) 𝐢𝐟 𝒇(𝒙) ≥ 𝒈(𝒙) ∀𝒙 ∈  [𝒂,   𝒃]𝐭𝐡𝐞𝐧 ∫ 𝒇(𝒙)𝒅𝒙 ≥
𝒃

𝒂
∫ 𝒈(𝒙)𝒅𝒙 𝐰𝐡𝐞𝐫𝐞 𝒈 ∈

𝒃

𝒂

𝑹[𝒂,   𝒃]. 

Proof:i) Let 𝑓 ∈ 𝑅[𝑎,   𝑏] 𝑓(𝑥) ≥ 0 ∀𝑥 ∈  [𝑎,   𝑏] 

⇒ 𝑓 is bounded and hence attains infimum ‘m’ and supremum ‘M’ on [𝑎,   𝑏]. 

Since 𝑓(𝑥) ≥ 0 ∀𝑥 ∈  [𝑎,   𝑏] ⇒ ‘m’ and ‘M’ are positive &(𝑏 − 𝑎)isalso positive 

∴ 𝑚(𝑏 − 𝑎) ≥ 0 and also we have , for any partition P ∈ 𝑃[𝑎,   𝑏]. 
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𝐿(𝑃,   𝑓) ≥ 𝑚(𝑏 − 𝑎) ∀ P ∈ 𝑃[𝑎,   𝑏] 

⇒ 𝑆𝑢𝑝{𝐿(𝑃,   𝑓)} ≥ 0 ⇒ ∫ 𝑓(𝑥)𝑑𝑥 ≥ 0
𝑏

𝑎

 

⇒ ∫ 𝑓(𝑥)𝑑𝑥 ≥ 0 ∵ 𝑓 ∈
𝑏

𝑎

𝑅[𝑎,   𝑏] 

∴ 𝑓(𝑥) ≥ 0 ⇒ ∫ 𝑓(𝑥)𝑑𝑥 ≥ 0 
𝑏

𝑎

 

ii) Given 𝑓(𝑥) ≥ 𝑔(𝑥) ∀ 𝑥 ∈ [𝑎,   𝑏] 

⇒ 𝑓(𝑥) − 𝑔(𝑥) ∀ 𝑥 ∈ [𝑎,   𝑏] i.e. (𝑓 − 𝑔)(𝑥) ≥ 0 

⇒ ∫ 𝑓(𝑥). 𝑑𝑥 − ∫ 𝑔(𝑥)𝑑𝑥 ≥ 0 
𝑏

𝑎

⇒ ∫ 𝑓(𝑥)𝑑𝑥 ≥ ∫ 𝑔(𝑥)𝑑𝑥 
𝑏

𝑎

𝑏

𝑎

𝑏

𝑎

 

Hence, if 𝑓(𝑥) ≥ 𝑔(𝑥)and 𝑓, 𝑔 ∈ 𝑅[𝑎,   𝑏] 

⇒ ∫ 𝑓(𝑥)𝑑𝑥 ≥ ∫ 𝑔(𝑥)𝑑𝑥 
𝑏

𝑎

 .
𝑏

𝑎
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𝐔𝐍𝐈𝐓 − 𝟐.  𝐑𝐢𝐞𝐦𝐚𝐧𝐧 𝐈𝐧𝐭𝐞𝐠𝐫𝐚𝐭𝐢𝐨𝐧 − 𝐈𝐈 

In this unit we are studying some classes of Riemann Integrable functions, Riemann 

Sum and another definition of Riemann integration, Mean Value theorems and 

Fundamental theorem of integral calculus. 

Some Classes of Riemann Integrable Functions: 

Theorem 01:𝐈𝐟𝒇:[𝒂, 𝒃] → 𝑹 is continuous then 𝒇 is R-Integrable. OR 

“Every continuous function on [𝒂, 𝒃] is 𝐑 − 𝐈𝐧𝐭𝐞𝐠𝐫𝐚𝐛𝐥𝐞.” 

Proof:To prove the result we use the following theorems on the continuous functions. 

𝑖)  Every continuous function on [𝑎, 𝑏]  is bounded & attains it’s supremum and 

infimum. 

𝑖𝑖) Every continuous function on [𝑎, 𝑏] is uniformly continuous. 

Let   𝑓:[𝑎, 𝑏] → 𝑅be an arbitrary continuous function defined on[𝑎, 𝑏] 

⇒ 𝑓 is bounded. 

And also𝑓 is uniformly continuous on[𝑎, 𝑏]. 

⇒ for each 𝜀1 > 0, ∃𝛿 > 0 such that |𝑓(𝑥′) − 𝑓(𝑥′′)| < 𝜀1−→ (1) 

for 𝑎𝑙𝑙 𝑥′&𝑥′′ ∈ [𝑎, 𝑏] such that |𝑥′ − 𝑥′′| < 𝛿 − − − − − −→ (2) 

P= {𝑥0 = 𝑎,  𝑥1, 𝑥2, … … 𝑥𝑟−1, 𝑥𝑟 , … … . 𝑥𝑛−1, 𝑥𝑛 = 𝑏} be any partition of [𝑎,   𝑏] 

Such tha‖𝑃‖ < 𝛿. 

Since 𝑓 is continuous on [𝑎, 𝑏] => 𝑖𝑡 𝑖𝑠 𝑐𝑜𝑛𝑡𝑖𝑛𝑢𝑜𝑢𝑠𝑜𝑛  𝐼𝑟 = [𝑥𝑟−1, 𝑥𝑟]also. 

If 𝑚𝑟and𝑀𝑟 be infimum and supremum of 𝑓 on  𝐼𝑟 ⇒  ∃𝑐𝑟and 𝑑𝑟 in 𝐼𝑟 such that  

 

𝑚𝑟 = 𝑓(𝑐𝑟) and 𝑀𝑟 = 𝑓(𝑑𝑟) 

∴ |𝑐𝑟 − 𝑑𝑟| ≤ |𝑥𝑟 − 𝑥𝑟−1| ≤ |𝑥′ − x′′| 

𝑖. 𝑒 |𝑐𝑟 − 𝑑𝑟| ≤ 𝛿𝑟 < 𝛿, ‖𝑃‖ < 𝛿 

i.e. |𝑐𝑟 − 𝑑𝑟| ≤ 𝛿-------------------------------------------------------(3) 

⇒ |𝑓(𝑐𝑟) − 𝑓(𝑑𝑟)| < 𝜀1 from (1) and (3) 

𝑖. 𝑒 |𝑚𝑟 − 𝑀𝑟| < 𝜀1  ⇒ 𝑀𝑟 − 𝑚𝑟 < 𝜀1 

a 
b xr-1 xr cr dr 
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 ∑ (𝑀𝑟 − 𝑚𝑟)𝛿𝑟 < 𝜀1 ∑ 𝛿𝑟
𝑛
𝑟=1

𝑛
𝑟=1  

𝑈(𝑃,   𝑓) − 𝐿(𝑃,   𝑓) < 𝜺1(𝑏 − 𝑎) 

Now choose 𝜺1 =
𝜀

(𝑏−𝑎)
 where 𝜀 > 0 ⇒ 𝑈(𝑃,   𝑓) − 𝐿(𝑃,   𝑓) < 𝜺 

⇒ 𝑓 is R- Integrable. 

∴ as 𝑓 is arbitrary then, “Every continuouys function is R- Integrable.” 

Theorem 01: If 𝒇:[𝒂, 𝒃] → 𝑹 be monotonic on [𝒂, 𝒃] then 𝒇 is R-Integrable. 

Proof: Let 𝑓 be an arbitrary monotonically increasing function.  

∴ ∀ 𝑥 ∈ [𝑎, 𝑏] 𝑖. 𝑒 𝑓𝑜𝑟 𝑎 ≤ 𝑥 ≤ 𝑏 , 𝑓(𝑎)  ≤ 𝑓(𝑥) ≤ 𝑓(𝑏) ⇒ 𝑓is bounded. 

Let for 𝜀 > 0,  be arbitrary & 

let P= {𝑥0 = 𝑎,  𝑥1, 𝑥2, … … 𝑥𝑟−1, 𝑥𝑟 , … … . 𝑥𝑛−1, 𝑥𝑛 = 𝑏} be any partition of [𝑎,   𝑏] 

such that 𝛿𝑟 <
𝜀

𝑓(𝑏)−𝑓(𝑎)+1
− − − − − − − − − − − − − − − − − −−→ (1) 

Let 𝑚𝑟and𝑀𝑟 be infimum and supremum of 𝑓 on  𝐼𝑟 = [𝑥𝑟−1, 𝑥𝑟] 

⇒  ∃𝑐𝑟and 𝑑𝑟 in 𝐼𝑟 such that 𝑚𝑟 = 𝑓(𝑥𝑟−1) and 𝑀𝑟 = 𝑓(𝑥𝑟) 

Now consider  LHS =  𝑈(𝑃,   𝑓) − 𝐿(𝑃,   𝑓) 

LHS = ∑(𝑀𝑟 − 𝑚𝑟)𝛿𝑟

𝑛

𝑟=1

= ∑[ 𝑓(𝑥𝑟) − 𝑓(𝑥𝑟−1)] 
𝜀

𝑓(𝑏) − 𝑓(𝑎) + 1

𝑛

𝑟=1

from (1) 

LHS = ∑(𝑀𝑟 − 𝑚𝑟)𝛿𝑟

𝑛

𝑟=1

<
𝜀

𝑓(𝑏) − 𝑓(𝑎) + 1
∑[ 𝑓(𝑥𝑟) − 𝑓(𝑥𝑟−1)] 

𝑛

𝑟=1

 

LHS = ∑(𝑀𝑟 − 𝑚𝑟)𝛿𝑟

𝑛

𝑟=1

<
𝜀

𝑓(𝑏) − 𝑓(𝑎) + 1
[

𝑓(𝑥1) − 𝑓(𝑥0) + 𝑓(𝑥2) − 𝑓(𝑥1) +
𝑓(𝑥3) − 𝑓(𝑥2) + ⋯ + 𝑓(𝑥𝑛) − 𝑓(𝑥𝑛−1)

] 

LHS = ∑(𝑀𝑟 − 𝑚𝑟)𝛿𝑟 <
𝜀

𝑓(𝑏) − 𝑓(𝑎) + 1
[𝑓(𝑥𝑛) − 𝑓(𝑥0)]

𝑛

𝑟=1

 

LHS = ∑(𝑀𝑟 − 𝑚𝑟). 𝛿𝑟 <
𝜀

𝑓(𝑏) − 𝑓(𝑎) + 1
[𝑓(𝑏) − 𝑓(𝑎)]

𝑛

𝑟=1

< 𝜀. 1 
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LHS =  𝑈(𝑃,   𝑓) − 𝐿(𝑃,   𝑓) < 𝜀 = 𝜀 where 𝜀 = 𝜀 > 0. 

⇒ 𝑓 is R-Integrable as 𝑓 is monotonically increasing function. 

Similarly, if 𝑓 is monotonically decreasing function then 𝑓 is R-Integrable. 

As 𝑓 is arbitrary then every monotonic function is R-Integrable. 

Theorem 03: If the set of points of discontinuity of a bounded function 𝒇:[𝒂,

𝒃] → 𝑹 is finite then 𝒇 is R-Integrable. 

Proof:Even though 𝑓 is discontinuous in [𝑎, 𝑏] then also f is R-Integrable provided 

number of discontinuous points are finite. 

Theorem 04: If the set of points of discontinuity of a bounded function 𝒇:[𝒂,

𝒃] → 𝑹 has a finite number of limit points then 𝒇 is R-Integrable on[𝒂, 𝒃]. 

Proof: Even though set of points of discontinuity of 𝑓 on[𝑎, 𝑏] is infinite then also f 

is integrable provided set of discontinuous points has finite number of limit points. 

Riemann Sum: 

Let 𝑓:[𝑎, 𝑏] → 𝑅  be bounded function and  

P= {a=x0, x1,x2, --------------------------xr-1, xr,------------------xn=b} be a partition of [a,b] 

and  𝑥𝑟−1 ≤ 𝜉𝑟 ≤   𝑥𝑟 , then the sum ∑  𝑓𝜉𝑟). 𝛿𝑟is called

𝑛

𝑟=1

Riemann 

sum and lim
n→∞

∑  𝑓𝜉𝑟). 𝛿𝑟is called

𝑛

𝑟=1

Riemann integral of f and denotd by ∫ 𝑓(𝑥)𝑑𝑥 .
𝑏

𝑎

  
 

Theorem: ( Second definition of Riemann Integration): 

A function 𝒇:[𝒂, 𝒃] → 𝑹 is R-Integrable on [𝒂, 𝒃] if for 𝜺 > 0, ∃ 𝛿 > 0 such that 

for every partition P= {𝒙𝟎 = 𝒂,  𝒙𝟏, 𝒙𝟐, … 𝒙𝒓−𝟏, 𝒙𝒓 , … .., 𝒙𝒏 = 𝒃} of [𝒂, 𝒃] with 

‖𝑷‖ < 𝛿 

 ∃ 𝝃𝒓 ∈ [𝒙𝒓−𝟏,   𝒙𝒓]𝐬𝐮𝐜𝐡 𝐭𝐡𝐚𝐭 |∑  𝒇(𝝃𝒓). 𝜹𝒓

𝒏

𝒓=𝟏

− ∫ 𝒇(𝒙). 𝒅𝒙 .
𝒃

𝒂

| < 𝜺. 

Proof: Let a bounded function𝑓:[𝑎, 𝑏] → 𝑅 be R-Integrable, then by definition we 

have  
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∫ 𝑓(𝑥)𝑑𝑥 =
𝑏

𝑎

∫ 𝑓(𝑥)𝑑𝑥 =
�̅�

𝑎

∫ 𝑓(𝑥)𝑑𝑥 − − − − − − − − − −−→ (1)
𝑏

𝑎

 

let 𝜀 > 0 be smallest positive real number, by Daurbox theorem, ∃ 𝛿 > 0 such that 

for every partition P with ‖𝑃‖ < 𝛿. 

𝑈(𝑃,   𝑓) < ∫ 𝑓(𝑥)𝑑𝑥 + 𝜀
�̅�

𝑎

i. e. 𝑈(𝑃,   𝑓) < ∫ 𝑓(𝑥)𝑑𝑥 + 𝜀
𝑏

𝑎

→ (2)from (1) 

Similarly, 𝐿(𝑃,   𝑓) > ∫ 𝑓(𝑥). 𝑑𝑥 − 𝜀
𝑏

𝑎

 

 𝑖. 𝑒. 𝐿(𝑃,   𝑓) > ∫ 𝑓(𝑥)𝑑𝑥 − 𝜀 − − − − − − − − − − − −−→ (3)
𝑏

𝑎

from (1) 

Let 𝑚𝑟and𝑀𝑟 be infimum and supremum of 𝑓 on  𝐼𝑟 = [𝑥𝑟−1, 𝑥𝑟]. and  

 

 𝑥𝑟−1 ≤ 𝜉𝑟 ≤   𝑥𝑟 , then 𝑚𝑟 ≤ 𝑓(𝜉𝑟) ≤   𝑀𝑟 

⇒ ∑ 𝑚𝑟𝛿𝑟

𝑛

𝑟=1

≤ ∑ 𝑓(𝜉𝑟)𝛿𝑟

𝑛

𝑟=1

≤ ∑ 𝑀𝑟𝛿𝑟

𝑛

𝑟=1

  ∵ 𝛿𝑟 > 0 

⇒ 𝐿(𝑃,   𝑓) ≤ ∑ 𝑓(𝜉𝑟). 𝛿𝑟

𝑛

𝑟=1

≤ 𝑈(𝑃,   𝑓) 

Now from (1)& (2) 

⇒ ∫ 𝑓(𝑥)𝑑𝑥 − 𝜀
𝑏

𝑎

< 𝐿(𝑃,   𝑓) ≤ ∑ 𝑓(𝜉𝑟)𝛿𝑟

𝑛

𝑟=1

≤ 𝑈(𝑃,   𝑓) < ∫ 𝑓(𝑥)𝑑𝑥 + 𝜀
𝑏

𝑎

 

⇒ ∫ 𝑓(𝑥)𝑑𝑥 − 𝜀
𝑏

𝑎

< ∑ 𝑓(𝜉𝑟)𝛿𝑟

𝑛

𝑟=1

< ∫ 𝑓(𝑥)𝑑𝑥 + 𝜀
𝑏

𝑎

 

∴  |∑  𝑓(𝜉𝑟)𝛿𝑟
𝑛
𝑟=1 − ∫ 𝑓(𝑥)𝑑𝑥 

𝑏

𝑎
| < 𝜀bcz lx-al< 𝜀 means          a- 𝜀<x<a+ 𝜀 

As 𝜀 → 0, we get  

⇒  lim
𝑛→∞

∑ 𝑓(𝜉𝑟)𝛿𝑟

𝑛

𝑟=1

= ∫ 𝑓(𝑥)𝑑𝑥 
𝑏

𝑎

 

I. Examples on some classes of R-Integrable function. 
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𝟏. 𝐏𝐫𝐨𝐯𝐞 𝐭𝐡𝐚𝐭 𝒇(𝒙)

= 𝟐𝒙 + 𝟑 𝐢𝐬 𝐑 − 𝐈𝐧𝐭𝐞𝐠𝐫𝐚𝐛𝐥𝐞 𝐚𝐧𝐝 𝐡𝐞𝐧𝐜𝐞 𝐝𝐞𝐝𝐮𝐜𝐞 ∫ 𝒇(𝒙)𝒅𝒙 = 𝟔.
𝟐

𝟏

 

Proof: Let given function is 𝑓(𝑥) = 2𝑥 + 3 in [1, 2]. 

Clearly,5 ≤ 𝑓(𝑥) ≤   7 ∀ 𝑥 ∈ [1, 2] ⇒ 𝑓 is bounded. 

We know that every polynomial function is continuous and hence 𝑓 is 

continuous. 

⇒ 𝑓 is R-Integrable on [1, 2] as every continuous function on [𝑎, 𝑏] is R-

Integrable. 

Let P= {𝑥0 = 𝑎 = 1, 1 +
1

𝑛
,   1 +

2

𝑛
, … 1 +

(𝑟−1)

𝑛
, 1 +

𝑟

𝑛
, … .., 1 +

𝑛

𝑛
= 2 = 𝑥𝑛 = 𝑏} 

be any partition of [1, 2]. 

 𝑥𝑟−1 ≤ 𝜉𝑟 ≤   𝑥𝑟 , then 𝑓(1 +
(𝑟−1)

𝑛
) ≤ 𝑓(𝜉𝑟) ≤   𝑓(1 +

𝑟

𝑛
) 

Let 𝜉𝑟 = 1 +
𝑟

𝑛
= 𝑥𝑟  then 𝑓(𝜉𝑟) = 2 (1 +

𝑟

𝑛
) + 3 

∴  Riemann sum ∑ 𝑓(𝜉𝑟)𝛿𝑟

𝑛

𝑟=1

= ∑ [2 +
2𝑟

𝑛
+ 3]

1

𝑛

𝑛

𝑟=1

=
2𝑛

𝑛
+

2𝑛(𝑛 + 1)

2𝑛2
+

3𝑛

𝑛
 

Riemann sum ∑ 𝑓(𝜉𝑟)𝛿𝑟

𝑛

𝑟=1

= 5 +
(𝑛 + 1)

𝑛
. 

Now Riemann Integral = lim
𝑛→∞

∑ 𝑓(𝜉𝑟). 𝛿𝑟

𝑛

𝑟=1

=  lim
𝑛→∞

5 + 1 +
1

𝑛
= 6. 

𝟐. 𝐏𝐫𝐨𝐯𝐞 𝐛𝐲 𝐝𝐞𝐟𝐢𝐧𝐢𝐭𝐢𝐨𝐧 𝐨𝐟 𝐑𝐢𝐞𝐦𝐚𝐧𝐧 𝐢𝐧𝐭𝐞𝐠𝐫𝐚𝐭𝐢𝐨𝐧 𝐭𝐡𝐚𝐭 ∫ (𝟐𝒙𝟐 − 𝟑𝒙 + 𝟓). 𝒅𝒙
𝟏

𝟎

=
𝟐𝟓

𝟔
. 

Proof:Let 𝑓(𝑥) = (2𝑥2 − 3𝑥 + 5).  Then 4 ≤ 𝑓(𝑥) ≤ 5 ∀ 𝑥 ∈ [0, 1] ⇒

𝑓 is bounded. 

and also function is continuous as it is polynomial. And every continuous 

function on [0, 1] is R-Integrable. 
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∴  𝑓(𝑥)is R-Integrable on [0, 1]. 

Let P= {𝑥0 = 𝑎 = 0,
1

𝑛
,   

2

𝑛
, …

(𝑟−1)

𝑛
,

𝑟

𝑛
, … ..,

𝑛

𝑛
= 1 = 𝑥𝑛 = 𝑏}be any partition of 

[0, 1] 

Such that‖𝑃‖ → 0 as 𝑛 → ∞. 

By the definition of Riemann integral we have,  

lim
𝑛→∞

∑ 𝑓(𝜉𝑟)𝛿𝑟

𝑛

𝑟=1

= ∫ 𝑓(𝑥)𝑑𝑥 .
1

0

 𝑤ℎ𝑒𝑟𝑒
(𝑟 − 1)

𝑛
≤ 𝜉𝑟 ≤

𝑟

𝑛
 

Let 𝜉𝑟 =
𝑟

𝑛
 then ∫ 𝑓(𝑥). 𝑑𝑥 = lim

𝑛→∞
∑ 𝑓 (

𝑟

𝑛
)

 1

𝑛

𝑛

𝑟=1

=
1

𝑛
lim

𝑛→∞
∑ [2

𝑟2

𝑛2
− 3

 𝑟

𝑛
+ 5]

𝑛

𝑟=1

.
1

0

 

 

∫ 𝑓(𝑥)𝑑𝑥 =
1

𝑛
lim

𝑛→∞
[

2

𝑛2

𝑛(𝑛 + 1)(2𝑛 + 1)

6
−

3𝑛(𝑛 + 1)

2𝑛
+ 5𝑛] .

1

0

 

∫ 𝑓(𝑥)𝑑𝑥 =  lim
𝑛→∞

[
2

𝑛2

𝑛2 (1 +
1

𝑛
) (2 +

1

𝑛
)

6
−

3𝑛2(1 +
1

𝑛
)

2𝑛2
+ 5

1

𝑛
𝑛] .

1

0

 

 

∫ 𝑓(𝑥)𝑑𝑥 =  
2

3
−

3

2
+ 5 =

4 − 9 + 30

6
=

25

6

1

0

 

∫ 𝑓(𝑥)𝑑𝑥 =
25

6
.

1

0

 

 

𝟑. 𝐄𝐯𝐚𝐥𝐮𝐚𝐭𝐞 ∫ 𝒇(𝒙)𝒅𝒙
𝟏

−𝟏

𝐰𝐡𝐞𝐫𝐞 𝒇(𝒙) = |𝒙| 𝐛𝐲 𝐑𝐢𝐞𝐦𝐚𝐧𝐧 𝐢𝐧𝐭𝐞𝐠𝐫𝐚𝐭𝐢𝐨𝐧. 

Proof: Let 𝑓(𝑥) = |𝑥|={
−𝑥        𝑖𝑓 − 1 ≤ 𝑥 < 0

𝑥                𝑖𝑓 𝑥 ≥ 0 
 

We know that |𝑥| is continuous ∀ 𝑥 ∈ [−1,   1] and hence it is R-Integrable as 

every continuous function is R-Integrable on [−1,   1]. 

Let P= {𝑥0 = 𝑎 = −1, −1 +
1

𝑛
, , … − 1 +

𝑛

𝑛
,    

1

𝑛
,   

2

 𝑛
… ..

𝑛

𝑛
= 1 = 𝑥𝑛 = 𝑏} 

be any partition of [−1,   1]. Such that‖𝑃‖ → 0 as 𝑛 → ∞. 

By the definitionof Riemann integral we have,  



 

 

Dr. M. M. Shankrikopp,  HOD of Mathematics Page 45 
 

KLE’s G.I. Bagewadi College, Niani., B.Sc. V Sem. Mathematics Paper I,  Riemann Integration 

 

lim
𝑛→∞

∑ 𝑓(𝜉𝑟)𝛿𝑟

𝑛

𝑟=1

= ∫ 𝑓(𝑥)𝑑𝑥 .
1

−1

 𝑤ℎ𝑒𝑟𝑒𝑥𝑟−1 ≤ 𝜉𝑟 ≤ 𝑥𝑟  𝑎𝑛𝑑 𝛿𝑟 =
1

𝑛
 

∴ ∫ 𝑓(𝑥)𝑑𝑥 = lim
𝑛→∞

∑ 𝑓(𝜉𝑟)𝛿𝑟

𝑛

𝑟=1

= lim
𝑛→∞

∑ 𝑓(𝑥𝑟)
1

𝑛

𝑛

𝑟=1

1

−1

 

∫ 𝑓(𝑥)𝑑𝑥 = lim
𝑛→∞

[∑ 𝑓(𝑥𝑟)
1

𝑛

𝑛

𝑟=1

+ ∑ 𝑓(𝑥𝑟)
1

𝑛

2𝑛

𝑟=𝑛+1

]
1

−1

 

∫ 𝑓(𝑥)𝑑𝑥 = lim
𝑛→∞

[∑ 𝑓 (−1 +
𝑟

𝑛
)

1

𝑛

𝑛

𝑟=1

+ ∑ 𝑓 (−1 +
𝑟

𝑛
)

1

𝑛

2𝑛

𝑟=𝑛+1

]
1

−1

 

∫ 𝑓(𝑥)𝑑𝑥 = lim
𝑛→∞

[∑ − (1 −
𝑟

𝑛
)

𝑛

𝑟=1

1

𝑛
+ ∑ (−1 +

𝑟

𝑛
)

1

𝑛

2𝑛

𝑟=𝑛+1

1

−1

 

𝑏′𝑐𝑧 𝑓(𝑥) = −𝑥 𝑖𝑓 − 1 ≤ 𝑥 < 0 𝑎𝑛𝑑 𝑓(𝑥) = 𝑥 𝑖𝑓0 ≤ 𝑥 ≤ 1  

∫ 𝑓(𝑥)𝑑𝑥 = lim
𝑛→∞

1

𝑛
{∑ 1 − ∑

𝑟

𝑛

𝑛

𝑟=1

 + (−1) [ ∑ 1 − ∑
𝑟

𝑛

2𝑛

𝑟=𝑛+1

2𝑛

𝑟=𝑛+1

]

𝑛

𝑟=1

}
1

−1

 

                = lim
𝑛→∞

{
1

𝑛
∑ 1 −

1

𝑛
∑

𝑟

𝑛

𝑛
𝑟=1 −

1

𝑛
[∑ 1 − ∑

𝑟

𝑛

𝑛
𝑟=𝑛+1

2𝑛
𝑟=𝑛+1 ]𝑛

𝑟=1 } 

      =  lim
𝑛→∞

{(
1

𝑛
 𝑛 −

1

𝑛2
∑ 𝑟𝑛

𝑟=1 ) − (
1

𝑛
(1 + 1 + − − −(2𝑛 − 𝑛)𝑡𝑖𝑚𝑒𝑠 −

1

𝑛2
∑ 𝑟𝑛

𝑟=𝑛+1 ) } 

=  lim
𝑛→∞

{(1 −
𝑛(𝑛 + 1)

2𝑛2
) − (

1

𝑛
𝑛 − 

1

𝑛2
 [(𝑛 + 1) + (𝑛 + 2) + (𝑛 + 3) − −    − +(2𝑛)]} 

= lim
𝑛→∞

{(1 −
(𝑛+1)

2𝑛
) − (1 − 

1

𝑛2
 [ 

𝑛

2
{(𝑛 + 1) + 2𝑛]} 

                                                       b’cz in an AP Sn =
𝑛

2
{(𝑎 + 𝑙)}𝑤ℎ𝑒𝑟𝑒 𝑙 𝑖𝑠 𝑛𝑡ℎ term  

= lim
𝑛→∞

{(1 −
(𝑛+1)

2𝑛
− 1 +

1

𝑛2
 [ 

𝑛

2
{(3𝑛 + 1))} 

= lim
𝑛→∞

{(−
(𝑛+1)

2𝑛
+

1

𝑛
 [ 

1

2
{(3𝑛 + 1))} = lim

𝑛→∞
{(−

1

2
(1 +

1

𝑛
) + 

1

2
(3 +

1

𝑛
))} 

=  −
1

2
+

3

2
 = 1 
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∴ ∫ 𝒇(𝒙)𝒅𝒙 = 𝟏 
𝟏

−𝟏
. 

 

𝟒. 𝐒𝐡𝐨𝐰 𝐭𝐡𝐚𝐭 𝐠𝐫𝐞𝐚𝐭𝐞𝐬𝐭 𝐢𝐧𝐭𝐞𝐠𝐞𝐫 𝐟𝐮𝐧𝐜𝐭𝐢𝐨𝐧 𝒇(𝒙)

= [𝒙] 𝐢𝐬 𝐢𝐧𝐭𝐞𝐠𝐫𝐚𝐛𝐥𝐞 𝐨𝐧 [0,   4] 𝐚𝐧𝐝 𝐬𝐡𝐨𝐰 𝐭𝐡𝐚𝐭 ∫ 𝒇(𝒙)𝒅𝒙 = 𝟔.
𝟒

𝟎

 

Soln: Let 𝑓:[0, 4] → 𝑅  defined by 𝑓(𝑥) = [𝑥] (greatest integer function ) 

𝑫𝒆𝒇𝒊𝒏𝒊𝒕𝒊𝒐𝒏 𝒐𝒇 𝑮𝒓𝒆𝒂𝒕𝒆𝒔𝒕𝒊𝒏𝒕𝒆𝒈𝒆𝒓𝒇𝒖𝒏𝒄𝒕𝒊𝒐𝒏: For real number 𝑥,  greatest in 

teger function is an integer near to 𝑥 or ≤ 𝑥 and is denoted by [𝑥]. ∴[𝑥] is an integer 

≤ 𝑥  and near to 𝑥 .Examples: [
1

2
] = [0.5] = 0 , [99.9] = 99, [−0.5] = [−

1

2
] =

−1, [
100

3
] = [33.33] = 33 

Cleraly 𝑓(𝑥) = [𝑥] is not continuous at finite number of points.i,e at 1, 2, 3 and 4 

⇒ 𝑓 is R − Integrable as if 𝑓 has finite number of discontinuities.

∴ ∫ 𝑓(𝑥)𝑑𝑥  exist
4

0

. 

∴ ∫ 𝑓(𝑥). 𝑑𝑥 = ∫ [𝑥]. 𝑑𝑥 =
4

0

4

0

∫ [𝑥]. 𝑑𝑥
1

0

+ ∫ [𝑥]. 𝑑𝑥
2

1

+ ∫ [𝑥]. 𝑑𝑥
3

2

+ ∫ [𝑥]. 𝑑𝑥
4

3

 

∫ [𝑥]. 𝑑𝑥 =
4

0

∫ 0. 𝑑𝑥
1

0

+ ∫ 1. 𝑑𝑥
2

1

+ ∫ 2. 𝑑𝑥
3

2

+ ∫ 3. 𝑑𝑥
4

3

 

∵ ∀ 𝑥 ∈ [0,   1]then [𝑥] = 0 `similarly for remaining intervals. 

∴ ∫ [𝑥]. 𝑑𝑥 =
4

0

0 + (2 − 1) + 2(3 − 2) + 3(4 − 3) = 1 + 2 + 3 = 6 

Thus [𝑥] is R − Integrable in [0,   4] and ∫ [𝑥]. 𝑑𝑥 = 6
4

0
. 

𝟓. 𝐒𝐡𝐨𝐰𝐭𝐡𝐚𝐭𝐭𝐡𝐞𝐟𝐮𝐧𝐜𝐭𝐢𝐨𝐧𝒇𝐝𝐞𝐟𝐢𝐧𝐞𝐝𝐛𝐲𝒇(𝒙) =
𝟏

𝟐𝒏
𝐰𝐡𝐞𝐫𝐞

𝟏

𝟐𝒏+𝟏
≤ 𝒙 ≤

𝟏

𝟐𝒏
𝐢𝐬 

𝐑 − 𝐈𝐧𝐭𝐞𝐠𝐫𝐚𝐛𝐥𝐞𝐢𝐧[0,   1]𝐚𝐥𝐭𝐡𝐨𝐮𝐠𝐡𝐢𝐭𝐡𝐚𝐬𝐢𝐧𝐟𝐢𝐧𝐢𝐭𝐞𝐧𝐮𝐦𝐛𝐞𝐫𝐨𝐟𝐝𝐢𝐬𝐜𝐨𝐮𝐧𝐭𝐢𝐧𝐮𝐢𝐭𝐢𝐞𝐬. 

𝐚𝐧𝐝𝐞𝐯𝐚𝐥𝐮𝐚𝐭𝐞 ∫ 𝒇(𝒙). 𝒅𝒙
𝟏

𝟎
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𝐒𝐨𝐥𝐧: Let 𝑓(𝑥) =
1

2𝑛
where

1

2𝑛+1
≤ 𝑥 ≤

1

2𝑛
n = 0, 1,   2, … 

𝑓(0) = 0  when x=0 

𝑓(𝑥) = 1 when 
1

 2
 ≤  𝑥 ≤  1 𝑛 = 0 

         =
1

2
when  

1

22
 ≤  𝑥 ≤  

1

2
𝑛 = 1 

         =
1

22
when  

1

23
  ≤   𝑥  ≤  

1

22
𝑛 = 2 

       ............................................................... 

       ………………………………………... 

𝑓(𝑥)  =
1

2𝑛−1
when  

1

2𝑛
 ≤  𝑥 ≤  

1

2𝑛−1
𝑛 = 𝑛 − 1 

           =
1

2𝑛
when  

1

2𝑛+1
 ≤  𝑥 ≤  

1

2𝑛
𝑛 = 𝑛 

       ................................................................... 

       …………………………………………… 

𝑓(0) = 0, 

Clearly the function 𝑓(𝑥)is discontinuous at the points 1,   
1

2
,   

1

22
,   

1

23
,   

1

24
…. 

Which are infinite in number  but the set {1,   
1

2
,   

1

22
,

1

23
… }has a limit point ‘0’. 

∴ by one of the property of 𝑓(𝑥) is R-Integrable, we consider  the integral, 

∫ 𝑓(𝑥). 𝑑𝑥 = ∫ 𝑓(𝑥). 𝑑𝑥

1

2𝑛−1

1

2𝑛

1

1

2𝑛

+ ∫ 𝑓(𝑥). 𝑑𝑥

1

2𝑛−2

1

2𝑛−1

+ ⋯ + ∫ 𝑓(𝑥). 𝑑𝑥

1

2

1

22

+ ∫ 𝑓(𝑥). 𝑑𝑥
1

1

2

 

                  = ∫ 𝑓(𝑥). 𝑑𝑥
1

1

2

+ ∫ 𝑓(𝑥). 𝑑𝑥
1

2
1

22

+ ∫ 𝑓(𝑥). 𝑑𝑥 + ⋯ +
1

22
1

23
∫ 𝑓(𝑥). 𝑑𝑥

1

2𝑛−1
1

2𝑛

 

                  = ∫ 1. 𝑑𝑥
1

1

2

+ ∫
1

2
. 𝑑𝑥

1

2
1

22

+ ∫
1

22
. 𝑑𝑥 + ⋯ +

1

22
1

23
∫

1

2𝑛−1
. 𝑑𝑥

1

2𝑛−1
1

2𝑛

 

                    =  1. [1 −
1

2
] +

1

2
[
1

2
−

1

22
] +

1

22
[

1

22
−

1

23
] + ⋯ +

1

2𝑛−1
[

1

2𝑛−1
−

1

2𝑛
] 

𝑖. 𝑒 ∫ 𝑓(𝑥). 𝑑𝑥 =
1

1

2𝑛

{
1

2
+

1

2
.

1

22
+

1

22
.

1

23
+ ⋯ +

1

2𝑛−1
.

1

2𝑛
}

=
1

2
{1 +

1

22
+

1

24
+ ⋯ +

1

(2𝑛−1)2
} 
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∫ 𝑓(𝑥). 𝑑𝑥 =
1

1

2𝑛

1

2
{

1 − (
1

4
)

𝑛

1 −
1

22

} =
1

2
{

1 −
1

4𝑛

3

22

} =
2

3
{1 −

1

4𝑛
} 

∫ 𝑓(𝑥). 𝑑𝑥 =
1

1

2𝑛

2

3
{1 −

1

4𝑛
} 

∴ ∫ 𝑓(𝑥). 𝑑𝑥 =
1

0

lim
𝑛→∞

∫ 𝑓(𝑥). 𝑑𝑥 = lim
𝑛→∞

2

3
{1 −

1

4𝑛
} =

2

3

1

1

2𝑛

. 

𝟔. 𝐒𝐡𝐨𝐰𝐭𝐡𝐚𝐭𝐭𝐡𝐞𝐟𝐮𝐧𝐜𝐭𝐢𝐨𝐧𝒇𝐝𝐞𝐟𝐢𝐧𝐞𝐝𝐨𝐧[𝟎,   𝟏]𝐛𝐲 

𝒇(𝒙) = {

𝟏

𝒏
        𝒊𝒇 

𝟏

𝒏 + 𝟏
≤ 𝒙 ≤

𝟏

𝒏
𝟎                     𝒊𝒇 𝒙 = 𝟎

𝐢𝐬𝐑 − 𝐈𝐧𝐭𝐞𝐠𝐫𝐚𝐛𝐥𝐞𝐚𝐧𝐝 𝐡𝐞𝐧𝐜𝐞 𝐩𝐫𝐨𝐯𝐞 𝐭𝐡𝐚𝐭 

∫ 𝒇(𝒙). 𝒅𝒙
𝟏

𝟎

=
𝝅𝟐

𝟔
− 𝟏. 

Soln: Let given function 𝑓(𝑥) =
1

𝑛
when

1

𝑛+1
≤ 𝑥 ≤

1

𝑛
n = 0, 1,   2, … 

𝑓(0) = 0  when 𝑥 = 0 

 i.e.  

𝑓(𝑥) = 1 when 
1

 2
 ≤  𝑥 ≤  1 𝑛 = 0 

         =
1

2
when  

1

3
 ≤  𝑥 ≤  

1

2
𝑛 = 1 

         =
1

3
when  

1

4
  ≤   𝑥  ≤  

1

3
𝑛 = 2 

       ............................................................... 

       ………………………………………... 

𝑓(𝑥) =
1

𝑛
when  

1

𝑛 + 1
 ≤  𝑥 ≤  

1

𝑛
𝑛 = 𝑛 

       ................................................................... 

       …………………………………………… 

𝑓(0) = 0, at 𝑥 = 0 

Cleraly the function is discountinuous at the points 1,   
1

2
,   

1

3
,   

1

4
,   …

1

𝑛
…. 

Which are infinite in number. But the set {1,   
1

2
,   

1

3
,   

1

4
,   …

1

𝑛
… . } has a limit point 

‘0’(zero). ∴ by one of the property 𝑓(𝑥) is R-Integrable. 

Now consider the integral, 
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∫ 𝑓(𝑥)𝑑𝑥 = ∫ 𝑓(𝑥)𝑑𝑥

1

𝑛−1

1

𝑛

1

1

𝑛

+ ∫ 𝑓(𝑥)𝑑𝑥

1

𝑛−2

1

𝑛−1

+ ⋯ + ∫ 𝑓(𝑥)𝑑𝑥

1

2

1

3

+ ∫ 𝑓(𝑥)𝑑𝑥
1

1

2

 

∫ 𝑓(𝑥)𝑑𝑥 = ∫ 𝑓(𝑥)𝑑𝑥
1

1

2

+ ∫ 𝑓(𝑥)𝑑𝑥

1

2

1

3

+ ⋯ + ∫ 𝑓(𝑥)𝑑𝑥

1

𝑛−2

1

𝑛−1

+ ∫ 𝑓(𝑥)𝑑𝑥

1

𝑛−1

1

𝑛

1

1

𝑛

 

∫ 𝑓(𝑥). 𝑑𝑥 = ∫ 1 . 𝑑𝑥
1

1

2

+ ∫
1

2
. 𝑑𝑥

1

2

1

3

+ ⋯ + ∫
1

𝑛 − 2 
. 𝑑𝑥

1

𝑛−2

1

𝑛−1

+ ∫
1

𝑛 − 1
. 𝑑𝑥

1

𝑛−1

1

𝑛

1

1

𝑛

. 

∫ 𝑓(𝑥). 𝑑𝑥 =
1

1

𝑛

 1. [1 −
1

2
] +

1

2
[
1

2
−

1

3
] + ⋯ +

1

𝑛 − 2
[

1

𝑛 − 2
−

1

𝑛 − 1
]

+
1

𝑛 − 1
[

1

𝑛 − 1
−

1

𝑛
]. 

∫ 𝑓(𝑥). 𝑑𝑥 =
1

1

𝑛

[1 +
1

22
+

1

32
+ ⋯ +

1

(𝑛 − 1)2
] − [1 +

1

2.3
+

1

3.4
+ ⋯ +

1

𝑛(𝑛 − 1)
] 

∫ 𝑓(𝑥). 𝑑𝑥 =
1

1

𝑛

[1 +
1

22
+

1

32
+ ⋯ +

1

(𝑛 − 1)2
]

− [1 −
1

2
+

1

2
−

1

3
+ ⋯ +

1

(𝑛 − 1)
−

1

𝑛
]. 

∫ 𝑓(𝑥). 𝑑𝑥 =
1

1

𝑛

[1 +
1

22
+

1

32
+ ⋯ +

1

(𝑛 − 1)2
] − [1 −

1

𝑛
]. 

∴ ∫ 𝑓(𝑥). 𝑑𝑥 =
1

1

𝑛

lim
𝑛→∞

{[1 +
1

22
+

1

32
+ ⋯ +

1

(𝑛 − 1)2
] − [1 −

1

𝑛
]} 

∴ lim
𝑛→∞

∫ 𝑓(𝑥). 𝑑𝑥 =
1

1

𝑛

∫ 𝑓(𝑥). 𝑑𝑥 =
1

0

lim
𝑛→∞

[1 +
1

22
+

1

32
+ ⋯ +

1

(𝑛 − 1)2
]

− lim
𝑛→∞

[1 −
1

𝑛
]. 

∫ 𝑓(𝑥). 𝑑𝑥 =
1

0

𝜋2

6
− 1  ∵ ∑

1

𝑛2
=

𝜋2

6
.

𝑛

𝑟=1

 

7. If f(x) = 2  if   0<x<1 

8.  

       = 3 if    1<x<2 

Then prove that f(x) is R-intgrable in [1,2] 
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Soln.:Now If f(x) = 2  if   0<x<1 

       = 3 if    1<x<2 

Clearly LHL = 2 and RHL= 3 

 LHL≠ RHL at x=1    => f(x) is not continuous at x=1 

i.e  only one point of discontinuity => f(x) is R-intgrable  

And ∫ 𝑓(𝑥). 𝑑𝑥 =
2

0
∫ 𝑓(𝑥). 𝑑𝑥 + ∫ 𝑓(𝑥). 𝑑𝑥

2

1

1

0
 

                             = ∫ 2 𝑑𝑥 + ∫ 3𝑑𝑥
2

1

1

0
 

                             = [2𝑥]0
1 + [3𝑥]1

2  =   2 + 3= 5  

∴ ∫ 𝑓(𝑥). 𝑑𝑥 =
2

0
 5 

 

 

 

 

 

 

 

 

 

First Mean Value Theorem of Integral Calculus. 

Statement: If 𝒇, 𝒈 ∈ 𝑹[𝒂,   𝒃] and 𝒈 keeps the same sign on [𝒂,   𝒃] then ∃ a 

number 𝝁 𝐛𝐞𝐭𝐰𝐞𝐞𝐧𝒎 𝐚𝐧𝐝 𝑴 𝐨𝐟 𝒇𝐬𝐮𝐜𝐡 𝐭𝐡𝐚𝐭 ∫ 𝒇(𝒙)𝒈(𝒙). 𝒅𝒙 =
𝒃

𝒂
𝝁 ∫ 𝒈(𝒙)𝒅𝒙

𝒃

𝒂
 

Proof:𝑁𝑜𝑤 𝑓, 𝑔 ∈ 𝑅[𝑎,   𝑏] ⇒ 𝑓. 𝑔 ∈ 𝑅[𝑎,   𝑏] 

𝐂𝐚𝐬𝐞(𝒊): Let 𝑔(𝑥) be non-negative ∀ 𝑥 ∈ [𝑎,   𝑏]i. e.  𝑔(𝑥) > 0 ∀𝑥 ∈ [𝑎,   𝑏] 

And let 𝑚 and 𝑀 be infimum and supremum of 𝑓(𝑥) on[𝑎,   𝑏]. 

⇒ 𝑚 ≤ 𝑓(𝑥) ≤ 𝑀 ∀𝑥 ∈ [𝑎,   𝑏]. 

⇒ 𝑚𝑔(𝑥) ≤ 𝑓(𝑥)𝑔(𝑥) ≤ 𝑀𝑔(𝑥)∀𝑥 ∈ [𝑎,   𝑏]    ∵  𝑔(𝑥) > 0  

⇒ ∫ 𝑚𝑔(𝑥)𝑑𝑥 ≤
𝑏

𝑎

∫ 𝑓(𝑥)𝑔(𝑥)𝑑𝑥 ≤
𝑏

𝑎

∫ 𝑀𝑔(𝑥)𝑑𝑥
𝑏

𝑎

 

⇒ 𝑚 ∫ 𝑔(𝑥)𝑑𝑥 ≤
𝑏

𝑎

∫ 𝑓(𝑥)𝑔(𝑥)𝑑𝑥 ≤
𝑏

𝑎

 𝑀 ∫ 𝑔(𝑥)𝑑𝑥
𝑏

𝑎
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⇒ 𝑚 ≤  
∫ 𝑓(𝑥)𝑔(𝑥)𝑑𝑥

𝑏

𝑎

∫ 𝑔(𝑥)𝑑𝑥
𝑏

𝑎

 ≤ 𝑀 → (𝟏) ∵ ∫ 𝑔(𝑥)𝑑𝑥
𝑏

𝑎

≠ 0 

Let 
∫ 𝑓(𝑥)𝑔(𝑥).𝑑𝑥

𝑏

𝑎

∫ 𝑔(𝑥).𝑑𝑥
𝑏

𝑎

= 𝜇 → (𝟐)=>∫ 𝑓(𝑥)𝑔(𝑥)𝑑𝑥 = 𝜇 ∫ 𝑔(𝑥)𝑑𝑥
𝑏

𝑎

𝑏

𝑎
 

Then from (1) and (2) we have   𝑚 ≤  𝜇 ≤ 𝑀 

i. e  𝜇 is between 𝑚 and 𝑀 of 𝑓 such that ∫ 𝑓(𝑥)𝑔(𝑥). 𝑑𝑥 = 𝜇 ∫ 𝑔(𝑥). 𝑑𝑥
𝑏

𝑎

𝑏

𝑎

. 

𝐂𝐚𝐬𝐞(𝒊𝒊) 

Let 𝑔(𝑥) be negative ∀ 𝑥 ∈ [𝑎,   𝑏]i. e.  𝑔(𝑥) < 0 ∀𝑥 ∈ [𝑎,   𝑏] 

And let 𝑚 and 𝑀 be infimum and supremum of 𝑓(𝑥) on[𝑎,   𝑏]. 

⇒ 𝑚 ≤ 𝑓(𝑥) ≤ 𝑀 ∀𝑥 ∈ [𝑎,   𝑏].  

⇒ 𝑚𝑔(𝑥) ≥ 𝑓(𝑥)𝑔(𝑥) ≥ 𝑀𝑔(𝑥)∀𝑥 ∈ [𝑎,   𝑏]    ∵  𝑔(𝑥) < 0  

⇒ ∫ 𝑀𝑔(𝑥)𝑑𝑥 ≤
𝑏

𝑎

∫ 𝑓(𝑥)𝑔(𝑥)𝑑𝑥 ≤
𝑏

𝑎

∫ 𝑚𝑔(𝑥)𝑑𝑥
𝑏

𝑎

 

⇒ 𝑀 ∫ 𝑔(𝑥)𝑑𝑥 ≤
𝑏

𝑎

∫ 𝑓(𝑥)𝑔(𝑥)𝑑𝑥 ≤
𝑏

𝑎

 𝑚 ∫ 𝑔(𝑥)𝑑𝑥
𝑏

𝑎

 

⇒ 𝑀 ≥  
∫ 𝑓(𝑥)𝑔(𝑥)𝑑𝑥

𝑏

𝑎

∫ 𝑔(𝑥)𝑑𝑥
𝑏

𝑎

 ≥ 𝑚 → (𝟑) ∵ ∫ 𝑔(𝑥)𝑑𝑥
𝑏

𝑎
≠ 0 and is  < 0 

Let 
∫ 𝑓(𝑥)𝑔(𝑥)𝑑𝑥

𝑏

𝑎

∫ 𝑔(𝑥)𝑑𝑥
𝑏

𝑎

= 𝜇 → (𝟒)  =>∫ 𝑓(𝑥)𝑔(𝑥)𝑑𝑥 = 𝜇 ∫ 𝑔(𝑥)𝑑𝑥
𝑏

𝑎

𝑏

𝑎
 

Then from (3) and (4) we have   𝑀 ≥  𝜇 ≥ 𝑚       i.e 𝑚 ≤  𝜇 ≤ 𝑀 

i. e  𝜇 is between 𝑚 and 𝑀 of 𝑓 such that ∫ 𝑓(𝑥)𝑔(𝑥)𝑑𝑥 = 𝜇 ∫ 𝑔(𝑥)𝑑𝑥
𝑏

𝑎

𝑏

𝑎

 

Another proof for case (ii) 

Let 𝑔(𝑥) be negative ∀ 𝑥 ∈ [𝑎,   𝑏]i. e.  𝑔(𝑥) < 0 ∀𝑥 ∈ [𝑎,   𝑏] 

Now we take ∴ 𝑔(𝑥) = −ℎ(𝑥) where ℎ(𝑥) ≥ 0  

then by case(𝑖) 
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⇒ ∫ 𝑚ℎ(𝑥). 𝑑𝑥 ≤
𝑏

𝑎

∫ 𝑓(𝑥)ℎ(𝑥). 𝑑𝑥 ≤
𝑏

𝑎

∫ 𝑀ℎ(𝑥). 𝑑𝑥
𝑏

𝑎

 

⇒ 𝑚 ∫ ℎ(𝑥). 𝑑𝑥 ≤
𝑏

𝑎

∫ 𝑓(𝑥)ℎ(𝑥). 𝑑𝑥 ≤
𝑏

𝑎

 𝑀 ∫ ℎ(𝑥). 𝑑𝑥
𝑏

𝑎

 

⇒ 𝑚 ≤  
∫ 𝑓(𝑥)ℎ(𝑥)𝑑𝑥

𝑏

𝑎

∫ ℎ(𝑥)𝑑𝑥
𝑏

𝑎

 ≤ 𝑀            𝑖𝑓 ∫ ℎ(𝑥)𝑑𝑥
𝑏

𝑎

≠ 0 

⇒ −𝑚 ≥  −
∫ 𝑓(𝑥)𝑔(𝑥)𝑑𝑥

𝑏

𝑎

∫ 𝑔(𝑥)𝑑𝑥
𝑏

𝑎

 ≥ −𝑀 ∵ 𝑔(𝑥) = −ℎ(𝑥) ⇒ ℎ(𝑥) = −𝑔(𝑥) 

⇒ 𝑚 ≤  
∫ 𝑓(𝑥)𝑔(𝑥)𝑑𝑥

𝑏

𝑎

∫ 𝑔(𝑥)𝑑𝑥
𝑏

𝑎

 ≤ 𝑀 

Let 
∫ 𝑓(𝑥)𝑔(𝑥)𝑑𝑥

𝑏

𝑎

∫ 𝑔(𝑥)𝑑𝑥
𝑏

𝑎

= 𝜇 → (𝟔) 

Then 𝜇 is between 𝑚 and 𝑀 of 𝑓 such that ∫ 𝑓(𝑥)𝑔(𝑥)𝑑𝑥 = 𝜇 ∫ 𝑔(𝑥)𝑑𝑥
𝑏

𝑎

𝑏

𝑎

. 

Thus, "If 𝑓, 𝑔 ∈ 𝑅[𝑎,   𝑏] and 𝑔 keeps the same sign on [𝑎,   𝑏] then ∃ a number 

𝜇between𝑚and𝑀 of𝑓such that ∫ 𝑓(𝑥)𝑔(𝑥)𝑑𝑥 =
𝑏

𝑎
𝜇 ∫ 𝑔(𝑥)𝑑𝑥"

𝑏

𝑎
 

Corollary: If 𝒇𝐢𝐬𝐜𝐨𝐧𝐭𝐢𝐧𝐮𝐨𝐮𝐬𝐨𝐧[𝒂,   𝒃] 𝐚𝐧𝐝 𝒈 ∈ 𝑹[𝒂,   𝒃] and 𝒈 keeps the same 

sign on [𝒂,   𝒃] then ∫ 𝒇(𝒙)𝒈(𝒙)𝒅𝒙 =
𝒃

𝒂
𝒇(𝒄) ∫ 𝒈(𝒙)𝒅𝒙.

𝒃

𝒂
 

Proof: Let 𝑓 is continuous. ⇒𝑓 is R-Integrable as every continuous function is R-

Integrable. Also by intermediate value theorem, 𝑓 attains all the values between 

infimum and supremum. Then ∃ 𝑐 ∈ [𝑎,   𝑏] such that 𝑓(𝑐) = 𝜇. 

Then by previous theorem  we get  

∫ 𝑓(𝑥)𝑔(𝑥). 𝑑𝑥 = 𝜇 ∫ 𝑔(𝑥)𝑑𝑥 =
𝑏

𝑎

𝑏

𝑎

𝑓(𝑐) ∫ 𝑔(𝑥)𝑑𝑥
𝑏

𝑎

 

Examples: 

𝟏) 𝐏𝐫𝐨𝐯𝐞 𝐭𝐡𝐚𝐭 
𝟏

𝛑
≤ ∫

𝐬𝐢𝐧 (𝝅𝒙)

𝟏 + 𝒙𝟐
𝒅𝒙 ≤

𝟐

𝛑

𝟏

𝟎

 

𝐒𝐨𝐥𝐮𝐭𝐢𝐨𝐧: Let 𝑓(𝑥) =
1

1+𝑥2
and 𝑔(𝑥) = sin (𝜋𝑥). 

Clearly 𝑓 and 𝑔 are continuous and hence bothe are R-Integrable. And 
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 𝑔(𝑥) = 𝑠𝑖 𝑛(𝜋𝑥) ≥ 0 ∀ 𝑥 ∈ [0,   1]. And 𝑓(0) = 1, 𝑓(1) =  
1

2
∴  𝑚 =

1

2
& 𝑀 = 1. 

By the first mean value theorem ∃ 𝜇 between  𝑚 =
1

2
& 𝑀 = 1 such that 

∫ 𝑓(𝑥)𝑔(𝑥)𝑑𝑥 = 𝜇 ∫ 𝑔(𝑥)𝑑𝑥
1

0

1

0

 

i. e. ∫
sin (𝜋𝑥)

1 + 𝑥2
𝑑𝑥 = 𝜇 ∫ sin(𝜋𝑥) 𝑑𝑥

1

0

1

0

= 𝜇 [
−cos (𝜋𝑥)

𝜋
]

0

1

=
𝜇

𝜋
[−(−1 − 1)] =

2𝜇

𝜋
 

∴ 𝜇 =
𝜋

2
∫

sin(𝜋𝑥)

1 + 𝑥2
𝑑𝑥 But we have 𝑚 =

1

2
 ≤  μ ≤  𝑀 = 1.

1

0

 

1

2
 ≤  

𝜋

2
∫

sin(𝜋𝑥)

1+𝑥2
dx 

1

0
≤  1. =>

1

𝜋
 ≤  ∫

sin(𝜋𝑥)

1+𝑥2
dx 

1

0
≤  

2

𝜋
 

 

𝟐) 𝐁𝐲𝐟𝐢𝐫𝐬𝐭𝐦𝐞𝐚𝐧𝐯𝐚𝐥𝐮𝐞𝐭𝐡𝐞𝐨𝐫𝐞𝐦𝐩𝐫𝐨𝐯𝐞𝐭𝐡𝐚𝐭
𝛑𝟑

𝟐𝟒
≤ ∫

𝒙𝟐

𝟓 + 𝟑𝒄𝒐𝒔𝒙
𝒅𝒙 ≤

𝛑𝟑

𝟔

𝝅

𝟎

. 

𝐒𝐨𝐥𝐮𝐭𝐢𝐨𝐧: Let 𝑓(𝑥) =
1

5 + 3𝑐𝑜𝑠𝑥
and 𝑔(𝑥) = 𝑥2. 

Clearly 𝑓 and 𝑔 are continuous in [0,   𝜋]and hence both are R-Integrable. And 

 𝑔(𝑥) = 𝑥2 ≥ 0 ∀ 𝑥 ∈ [0,   𝜋]. And 𝑓(0) =
1

8
,   𝑓(𝜋) =

1

5 − 3
=

1

2
∴  𝑚 =

1

8
& 𝑀

=
1

2
. 

By the first mean value theorem ∃ 𝜇 between  𝑚 =
1

8
& 𝑀 =

1

2
 𝑖. 𝑒.

1

8
 ≤ 𝜇 ≤

1

2
 

such that ∫ 𝑓(𝑥)𝑔(𝑥)𝑑𝑥 = 𝜇 ∫ 𝑔(𝑥)𝑑𝑥
𝜋

0

𝜋

0

 

i. e. ∫
𝑥2

5 + 3𝑐𝑜𝑠𝑥
. 𝑑𝑥 = 𝜇 ∫ 𝑥2. 𝑑𝑥

𝜋

0

𝜋

0

= 𝜇 [
𝑥3

3
]

0

𝜋

=
𝜇

3
[𝜋3 − 0] =

𝜇𝜋3

3
. 

∴ 𝜇 =
3

𝜋3
∫

𝑥2

5 + 3𝑐𝑜𝑠𝑥
. 𝑑𝑥.  But we have 𝑚 =

1

8
 ≤  μ ≤  𝑀 =

1

2
.

𝜋

0

 

1

8
 ≤  

3

𝜋3
∫

𝑥2

5 + 3𝑐𝑜𝑠𝑥
𝑑𝑥.

𝜋

0

≤
1

2
. 

Multiplying throughout by 
𝜋3

3
  we get,  
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π3

24
≤ ∫

𝑥2

5 + 3𝑐𝑜𝑠𝑥
. 𝑑𝑥 ≤

π3

6

𝜋

0

. 

𝟑) 𝐏𝐫𝐨𝐯𝐞 𝐭𝐡𝐚𝐭
𝛑𝟐

𝟗
≤ ∫

𝒙

𝒔𝒊𝒏𝒙
. 𝒅𝒙 ≤

𝟐𝛑𝟐

𝟗

𝛑

𝟐

𝛑

𝟔

. 

𝐒𝐨𝐥𝐮𝐭𝐢𝐨𝐧: Let 𝑓(𝑥) =
1

𝑠𝑖𝑛𝑥
and 𝑔(𝑥) = 𝑥. 

Clearly 𝑓 and 𝑔 are continuous in [
𝜋

6
,   

𝜋

2
] and hence bothe are R

− Integrable. And 

 𝑔(𝑥) = 𝑥 > 0 ∀ 𝑥 ∈ [
π

6
,   

π

2
] . And 𝑓 (

π

6
) =

1

sin (
π

6
)

= 2,   𝑓 (
π

2
) =

1

sin (
π

2
)

= 1  

∴  𝑚 = 1& 𝑀 = 2. 

By the first mean value theorem ∃ 𝜇 between  𝑚 = 1 & 𝑀 = 2 𝑖. 𝑒. 1 ≤ 𝜇 ≤  2  

such that ∫ 𝑓(𝑥)𝑔(𝑥). 𝑑𝑥 = 𝜇 ∫ 𝑔(𝑥). 𝑑𝑥

π

2

π

6

π

2

π

6

 

i. e. ∫
𝑥

𝑠𝑖𝑛𝑥
. 𝑑𝑥 = 𝜇 ∫ 𝑥. 𝑑𝑥

π

2

π

6

π

2

π

6

= 𝜇 [
𝑥2

2
]

π

6

π

2

=
𝜇

2
[
𝜋2

4
−

𝜋2

36
] =

𝜇

2
.
8𝜋2

36
=

𝜇𝜋2

9
. 

i.e ∫
𝑥

𝑠𝑖𝑛𝑥
. 𝑑𝑥 = 𝜇

π

2
π

6

𝜋2

9
 

∴ 𝜇 =
9

𝜋2
∫

𝑥

𝑠𝑖𝑛𝑥
. 𝑑𝑥.

π

2

π

6

But we have 𝑚 = 1 ≤  μ ≤  𝑀 = 2 

1 ≤  
9

𝜋2
∫

𝑥

𝑠𝑖𝑛𝑥
. 𝑑𝑥.

π

2

π

6

≤ 2. 

π2

9
≤ ∫

𝑥

𝑠𝑖𝑛𝑥
. 𝑑𝑥 ≤

2π2

9

π

2

π

6

. 

OR 

1 ≤  𝑓(𝑥) ≤ 2 

1. 𝑔(𝑥) ≤  𝑓(𝑥). 𝑔(𝑥) ≤ 2. 𝑔(𝑥) 

∫ 𝑔(𝑥). 𝑑𝑥 ≤ ∫ 𝑓(𝑥)𝑔(𝑥). 𝑑𝑥 ≤

π

2

π

6

π

2

π

6

∫ 2. 𝑔(𝑥). 𝑑𝑥

π

2

π

6
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∫ 𝑥. 𝑑𝑥 ≤ ∫
𝑥

𝑠𝑖𝑛𝑥
. 𝑑𝑥 ≤

π

2

π

6

π

2

π

6

∫ 2. 𝑥. 𝑑𝑥

π

2

π

6

 

[
𝑥2

2
]

π

6

π

2

≤ ∫
𝑥

𝑠𝑖𝑛𝑥
. 𝑑𝑥 ≤

π

2

π

6

[
2𝑥2

2
]

π

6

π

2

 

1

2
[
𝜋2

4
−

𝜋2

36
] ≤ ∫

𝑥

𝑠𝑖𝑛𝑥
. 𝑑𝑥 ≤

π

2

π

6

[
𝜋2

4
−

𝜋2

36
] 

1

2
[
8𝜋2

36
] ≤ ∫

𝑥

𝑠𝑖𝑛𝑥
. 𝑑𝑥 ≤

π

2

π

6

[
8𝜋2

36
] 

π2

9
≤ ∫

𝑥

𝑠𝑖𝑛𝑥
. 𝑑𝑥 ≤

2π2

9

π

2

π

6

. 

𝟒) 𝐏𝐫𝐨𝐯𝐞𝐭𝐡𝐚𝐭
𝛑𝟐

𝟐𝐛
≤ ∫

𝒙

𝒂𝒄𝒐𝒔𝟐𝒙+𝒃𝒔𝒊𝒏𝟐𝒙
. 𝒅𝒙 ≤

𝛑𝟐

𝟐𝐚

𝝅

𝟎
., where a<b 

𝐒𝐨𝐥𝐮𝐭𝐢𝐨𝐧: Let 𝑓(𝑥) =
1

𝑎𝑐𝑜𝑠2𝑥 + 𝑏𝑠𝑖𝑛2𝑥
and 𝑔(𝑥) = 𝑥. 

Clearly 𝑓 and 𝑔 are continuous in [0,   𝜋]and hence bothe are R-Integrable. And 

 𝑔(𝑥) = 𝑥 ≥ 0 ∀ 𝑥 ∈ [0,   𝜋]. And 𝑓(0) =
1

𝑎
,   𝑓(𝜋) =

1

𝑎
 

But 0 ≤ 𝜇 ≤
𝜋

2
, 𝑓 (

𝜋

2
) =

1

𝑏
since 0 < 𝑎 < 𝑏 ⇒

1

𝑏
<

1

𝑎
 

∴  𝑚 =
1

𝑏
& 𝑀 =

1

𝑎
. 

By the first mean value theorem ∃ 𝜇 between  𝑚 =
1

𝑏
& 𝑀 =

1

𝑎
 𝑖. 𝑒.

1

𝑏
 ≤ 𝜇 ≤

1

𝑎
 

such that ∫ 𝑓(𝑥)𝑔(𝑥)𝑑𝑥 = 𝜇 ∫ 𝑔(𝑥)𝑑𝑥
𝜋

0

𝜋

0

 

i. e. ∫
𝑥

𝑎𝑐𝑜𝑠2𝑥 + 𝑏𝑠𝑖𝑛2𝑥
. 𝑑𝑥 = 𝜇 ∫ 𝑥𝑑𝑥

𝜋

0

𝜋

0

= 𝜇 [
𝑥2

2
]

0

𝜋

=
𝜇

2
[𝜋2 − 0] =

𝜇𝜋2

2
. 

i.e ∫
𝑥

𝑎𝑐𝑜𝑠2𝑥+𝑏𝑠𝑖𝑛2𝑥
. 𝑑𝑥 = 𝜇

𝜋

0

𝜋2

2
 

∴ 𝜇 =
2

𝜋2
∫

𝑥

𝑎𝑐𝑜𝑠2𝑥 + 𝑏𝑠𝑖𝑛2𝑥
. 𝑑𝑥.  But we have 𝑚 =

1

𝑏
 ≤  μ ≤  𝑀 =

1

𝑎
.

𝜋

0
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1

𝑏
 ≤  

2

𝜋2
∫

𝑥

𝑎𝑐𝑜𝑠2𝑥 + 𝑏𝑠𝑖𝑛2𝑥
. 𝑑𝑥.

𝜋

0

≤
1

𝑎
. 

π2

2b
≤ ∫

𝑥

𝑎𝑐𝑜𝑠2𝑥 + 𝑏𝑠𝑖𝑛2𝑥
𝑑𝑥.

𝜋

0

≤
π2

2𝑎
. 

𝟓) 𝐏𝐫𝐨𝐯𝐞𝐭𝐡𝐚𝐭
𝟏

√𝟐
≤ ∫

𝟑𝒙𝟐

√(𝟏 + 𝒙)
. 𝒅𝒙 ≤ 𝟐√𝟐

𝟏

𝟎

. 

𝐒𝐨𝐥𝐮𝐭𝐢𝐨𝐧: Let 𝑓(𝑥) =
1

√(1 + 𝑥)
and 𝑔(𝑥) = 3𝑥2. 

Clearly 𝑓 and 𝑔 are continuous in [0,   1]and hence bothe are R-Integrable. And 

 𝑔(𝑥) = 3𝑥2 ≥ 0 ∀ 𝑥 ∈ [0,   1]. And 𝑓(0) = 1,   𝑓(1) =
1

√2
∴  𝑚 =

1

√2
& 𝑀 = 1. 

By the first mean value theorem ∃ 𝜇 between  𝑚 =
1

√2
& 𝑀 = 1 𝑖. 𝑒.

1

√2
 ≤ 𝜇 ≤  1  

such that ∫ 𝑓(𝑥)𝑔(𝑥). 𝑑𝑥 = 𝜇 ∫ 𝑔(𝑥). 𝑑𝑥
1

0

1

0

 

i. e. ∫
3𝑥2

√(1 + 𝑥)
. 𝑑𝑥 = 𝜇 ∫ 3𝑥2. 𝑑𝑥

1

0

1

0

= 𝜇3 [
𝑥3

3
]

0

1

= 𝜇[1 − 0] = 𝜇. 

∴ 𝜇 = ∫
3𝑥2

√(1 + 𝑥)
. 𝑑𝑥.  But we have 𝑚 =

1

√2
 ≤  μ ≤  𝑀 = 1.

1

0

 

1

√2
 ≤  ∫

3𝑥2

√(1 + 𝑥)
. 𝑑𝑥

1

0

≤ 1. 

1

√2
 ≤  ∫

3𝑥2

√(1 + 𝑥)
. 𝑑𝑥

1

0

≤ 1 < 2√2. as  1 < 2√2 

∴
1

√2
 ≤  ∫

3𝑥2

√(1 + 𝑥)
. 𝑑𝑥

1

0

< 2√2. 

 

𝟔) 𝐏𝐫𝐨𝐯𝐞𝐭𝐡𝐚𝐭
𝛑

𝟒
≤ ∫ 𝒔𝒆𝒄𝒙. 𝒅𝒙 ≤

𝛑

𝟐√𝟐

𝛑

𝟒

𝟎

. 

𝐒𝐨𝐥𝐮𝐭𝐢𝐨𝐧: Let 𝑓(𝑥) = 𝑠𝑒𝑐𝑥 =
1

𝑐𝑜𝑠𝑥
and 𝑔(𝑥) = 1. 

Clearly 𝑓 and 𝑔 are continuous in [0,   
π

4
]and hence bothe are R-Integrable. And 
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 𝑔(𝑥) = 1 > 0 ∀ 𝑥 ∈ [0,   1]. And 𝑓(0) = 1,   𝑓 (
π

4
) = √2 ∴  𝑚 = 1& 𝑀 = √2. 

By the first mean value theorem ∃ 𝜇 between  𝑚 = 1& 𝑀 = √2 𝑖. 𝑒. 1 ≤ 𝜇 ≤ √2 

such that ∫ 𝑓(𝑥)𝑔(𝑥). 𝑑𝑥 = 𝜇 ∫ 𝑔(𝑥). 𝑑𝑥

π

4

0

π

4

0

 

i. e. ∫ 𝑠𝑒𝑐𝑥. 𝑑𝑥 = 𝜇 ∫ 1. 𝑑𝑥

π

4

0

π

4

0

= 𝜇[𝑥]0

π

4 = 𝜇 [
π

4
− 0] =

𝜇π

4
. 

∴ 𝜇 =
4

π
∫ 𝑠𝑒𝑐𝑥. 𝑑𝑥 =

4

π
∫

1

𝑐𝑜𝑠𝑥
. 𝑑𝑥

π

4

0

π

4

0

But we have 𝑚 = 1 ≤  μ ≤  𝑀 = √2 

π

4
≤  ∫

1

𝑐𝑜𝑠𝑥
. 𝑑𝑥

π

4

0

≤
√2. π

4
. 

π

4
≤ ∫

1

𝑐𝑜𝑠𝑥
. 𝑑𝑥 ≤

π

2√2
         ⇒

π

4

0

π

4
≤ ∫ 𝑠𝑒𝑐𝑥. 𝑑𝑥 ≤

π

2√2

π

4

0

 

OR 

Let 𝑓(𝑥) = 𝑠𝑒𝑐𝑥 =
1

𝑐𝑜𝑠𝑥
and 𝑔(𝑥) = 1. 

Clearly 𝑓 and 𝑔 are continuous in [0,   
π

4
]and hence bothe are R-Integrable. And 

 𝑔(𝑥) = 1 > 0 ∀ 𝑥 ∈ [0,   1]. And 𝑓(0) = 1,   𝑓 (
π

4
) = √2 

∴ 1 ≤  𝑓(𝑥) ≤ √2 

1. 𝑔(𝑥) ≤  𝑓(𝑥). 𝑔(𝑥) ≤ √2. 𝑔(𝑥) 

1.1 ≤  𝑓(𝑥). 𝑔(𝑥) ≤ √2. 1      ∵  𝑔(𝑥) = 1 > 0 ∀ 𝑥 ∈ [0,   1] 

∫ 1. 𝑑𝑥 ≤ ∫ 𝑓(𝑥)𝑔(𝑥). 𝑑𝑥 ≤

π

4

0

π

4

0

∫ √2. 1. 𝑑𝑥

π

4

0

 

[𝑥]0

π

4 ≤ ∫
1

𝑐𝑜𝑠𝑥
. 𝑑𝑥 ≤

π

4

0

[√2. 𝑥]
0

π

4  

[
π

4
− 0] ≤ ∫

1

𝑐𝑜𝑠𝑥
. 𝑑𝑥 ≤ √2

π

4

0

[
π

4
− 0] 

    ⇒
π

4
≤ ∫ 𝑠𝑒𝑐𝑥. 𝑑𝑥 ≤

π

2√2

π

4

0

. 
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𝟕) 𝐏𝐫𝐨𝐯𝐞𝐭𝐡𝐚𝐭
𝟏

𝟑√𝟐
≤ ∫

𝒙𝟐

√(𝟏 + 𝒙𝟐)
𝒅𝒙 ≤

𝟏

𝟑

𝟏

𝟎

. 

𝐒𝐨𝐥𝐮𝐭𝐢𝐨𝐧: Let 𝑓(𝑥) =
1

√(1 + 𝑥2)
and 𝑔(𝑥) = 𝑥2. 

Clearly 𝑓 and 𝑔 are continuous in [0,   1]and hence bothe are R-Integrable. And 

 𝑔(𝑥) = 𝑥2 ≥ 0 ∀ 𝑥 ∈ [0,   1]. And 𝑓(0) = 1,   𝑓(1) =
1

√2
∴  𝑚 =

1

√2
& 𝑀 = 1. 

 ∴
1

√2
 ≤  𝑓(𝑥) ≤ 1 

1

√2
. 𝑔(𝑥) ≤  𝑓(𝑥). 𝑔(𝑥) ≤ 1. 𝑔(𝑥) 

1

√2
. 𝑥2 ≤

1

√(1 + 𝑥2)
. 𝑥2 ≤ 1. 𝑥2       ∵  𝑔(𝑥) = 𝑥2 ≥ 0 ∀ 𝑥 ∈ [0,   1] 

∫
𝑥2

√2
. 𝑑𝑥

1

0

 ≤  ∫
𝑥2

√(1 + 𝑥2)
. 𝑑𝑥

1

0

≤ ∫ 𝑥2. 𝑑𝑥
1

0

. 

1

√2
[
𝑥3

3
]

0

1

 ≤  ∫
𝑥2

√(1 + 𝑥2)
. 𝑑𝑥

1

0

≤ [
𝑥3

3
]

0

1

 

⇒
1

√2
[
1

3
− 0]  ≤  ∫

𝑥2

√(1 + 𝑥2)
. 𝑑𝑥

1

0

≤ [
1

3
− 0]. 

 ∴
1

3√2
 ≤  ∫

𝑥2

√(1 + 𝑥2)
. 𝑑𝑥

1

0

≤
1

3
. 

𝟖)𝐔𝐬𝐢𝐧𝐠  𝐟𝐢𝐫𝐬𝐭 𝐦𝐞𝐚𝐧 𝐯𝐚𝐥𝐮𝐞 𝐭𝐡𝐞𝐨𝐫𝐞𝐦 𝐩𝐫𝐨𝐯𝐞 𝐭𝐡𝐚𝐭 ∫
𝟔𝒙𝟐

𝟏 + 𝒄𝒐𝒔𝒙
 𝒅𝒙 > 𝛑𝟑

𝝅

𝟎

. 

𝐒𝐨𝐥𝐮𝐭𝐢𝐨𝐧: Let 𝑓(𝑥) =
1

1 + 𝑐𝑜𝑠𝑥
and 𝑔(𝑥) = 6𝑥2. 

Clearly 𝑓 and 𝑔 are continuous in [0,   𝜋]and hence both are R-Integrable. And 

 𝑔(𝑥) = 6𝑥2 ≥ 0 ∀ 𝑥 ∈ [0,   𝜋]. And 𝑓(0) =
1

2
,   𝑓(𝜋) = ∞ 

∴  𝑓 is not bounded above. 

By the first mean value theorem ∃ 𝜇 between  
1

2
 ≤ 𝜇  

 ⇒ 𝑓(𝑥) >
1

2
⇒

1

1 + 𝑐𝑜𝑠𝑥
>

1

2
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6𝑥2

1 + 𝑐𝑜𝑠𝑥
>

6𝑥2

2
⇒ ∫

6𝑥2

1 + 𝑐𝑜𝑠𝑥
. 𝑑𝑥 > ∫

6𝑥2

2
. 𝑑𝑥

𝜋

0

𝜋

0

 

∫
6𝑥2

1 + 𝑐𝑜𝑠𝑥
. 𝑑𝑥 > [

6𝑥3

3.2
]

0

𝜋

⇒ ∫
6𝑥2

1 + 𝑐𝑜𝑠𝑥
. 𝑑𝑥 > [𝜋3 − 0].

𝜋

0

𝜋

0

 

 

∴ ∫
6𝑥2

1 + 𝑐𝑜𝑠𝑥
. 𝑑𝑥 > 𝜋3.

𝜋

0

 

𝟗) 𝐔𝐬𝐢𝐧𝐠 𝐟𝐢𝐫𝐬𝐭 𝐦𝐞𝐚𝐧 𝐯𝐚𝐥𝐮𝐞 𝐭𝐡𝐞𝐨𝐫𝐞𝐦 𝐩𝐫𝐨𝐯𝐞𝐭𝐡𝐚𝐭
𝟏

𝟐
< ∫

𝒅𝒙

√𝟏 − 𝒙𝟐𝒏
. <

𝛑

𝟔

𝟏

𝟐

𝟎

. 

𝐒𝐨𝐥𝐮𝐭𝐢𝐨𝐧: Let∀ 𝑥 ∈ [0,   
1

2
] 0 ≤ 𝑥 ≤

1

2
< 1  ⇒  and0 ≤ 𝑥 < 1   

⇒  0 ≤ 𝑥2 < 1 and 𝑥2 ≥ (𝑥2)𝑛and also𝑥2𝑛 < 1 ∀ 𝑥 ∈ [0,   
1

2
] 

 ⇒  −𝑥2 ≤ −𝑥2𝑛 

⇒ 1 − 𝑥2 ≤ 1 − 𝑥2𝑛 ≤ 1 

⇒ √1 − 𝑥2 ≤ √1 − 𝑥2𝑛 ≤ √1 

⇒
1

√1 − 𝑥2
≥

1

√1 − 𝑥2𝑛
≥ 1 ∵ by the proprties of real numbers 

i. e. 1 ≤
1

√1 − 𝑥2𝑛
≤

1

√1 − 𝑥2
 

Now integrating throughout with respect to 𝑥 between the limits 0 to 
1

2
 

∫ 1. 𝑑𝑥

1

2

0

 ≤  ∫
1

√1 − 𝑥2𝑛
. 𝑑𝑥

1

2

0

≤ ∫
1

√1 − 𝑥2
. 𝑑𝑥

1

2

0

. 

1

2
[𝑥]0

1

2

 ≤  ∫
1

√1 − 𝑥2𝑛
. 𝑑𝑥

1

2

0

≤ [𝑠𝑖𝑛−1(𝑥)]0

1

2. 

 

1

2
[1 − 0]  ≤  ∫

1

√1 − 𝑥2𝑛
. 𝑑𝑥

1

2

0

≤ [𝑠𝑖𝑛−1 (
1

2
) − 𝑠𝑖𝑛−1(0)] 

 

1

2
 ≤  ∫

1

√1 − 𝑥2𝑛
. 𝑑𝑥

1

2

0

≤ [𝑠𝑖𝑛−1𝑠𝑖𝑛 (
π

6
) − 𝑠𝑖𝑛−1sin (0)] 

If  any number  0<x<1 then its any positive power also greater than 0 

and less than one.   i.e 0<x<1 then (i) 0<xn<1 (ii) x>x2>x3>------------------ 

(iii) 0<1-x<1.    For example: If x =1/2  then x2 = ¼ ,  x3 =1/8 , -------so 

that ½>1/4>1/8--          and 1-1/2 = ½<1,    1-1/4 = ¾<1-------- 
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∴
1

2
 ≤  ∫

1

√1 − 𝑥2𝑛
. 𝑑𝑥

1

2

0

≤
π

6
. 

𝟏𝟎) 𝐏𝐫𝐨𝐯𝐞𝐭𝐡𝐚𝐭
𝟏

𝟐
< ∫

𝒅𝒙

√𝟒 − 𝒙𝟐 + 𝒙𝟑
. <

𝛑

𝟔

𝟏

𝟎

. 

𝐒𝐨𝐥𝐮𝐭𝐢𝐨𝐧: Let∀ 𝑥 ∈ [0,   1]0 ≤ 𝑥2 ≤ 1 and0 ≤ 1 − 𝑥 ≤ 1  

⇒  0 ≤ 𝑥2(1 − 𝑥) ≤ 𝑥2    ⇒  0 ≥ (𝑥3 − 𝑥2) ≥ −𝑥2 

 ⇒  4 ≥ 4 + (𝑥3 − 𝑥2) ≥ 4 − 𝑥2 

⇒  2 ≥ √4 + (𝑥3 − 𝑥2) ≥ √4 − 𝑥2 

⇒  
1

2
≤

1

√4 + (𝑥3 − 𝑥2)
≤

1

√4 − 𝑥2
 

Now integrating throughout with respect to 𝑥 between the limits 0 to 1 

 

∫
1

2
. 𝑑𝑥

1

0

 ≤  ∫
1

√4 + (𝑥3 − 𝑥2)
. 𝑑𝑥

1

0

≤ ∫
1

√4 − 𝑥2
. 𝑑𝑥

1

0

. 

1

2
[𝑥]0

1

 ≤  ∫
1

√4 + (𝑥3 − 𝑥2)
. 𝑑𝑥

1

0

≤ [𝑠𝑖𝑛−1 (
𝑥

2
)]

0

1

. 

 

1

2
[1 − 0]0

1

 ≤  ∫
1

√4 + (𝑥3 − 𝑥2)
. 𝑑𝑥

1

0

≤ [𝑠𝑖𝑛−1 (
1

2
) − 𝑠𝑖𝑛−1(0)] 

 

1

2
 ≤  ∫

1

√4 + (𝑥3 − 𝑥2)
. 𝑑𝑥

1

0

≤ [𝑠𝑖𝑛−1𝑠𝑖𝑛 (
π

6
) − 𝑠𝑖𝑛−1sin (0)] 

∴
1

2
 ≤  ∫

1

√4 + (𝑥3 − 𝑥2)
. 𝑑𝑥

1

0

≤
π

6
. 

𝟏𝟏) 𝐔𝐬𝐢𝐧𝐠 𝐟𝐢𝐫𝐬𝐭 𝐦𝐞𝐚𝐧 𝐯𝐚𝐥𝐮𝐞 𝐭𝐡𝐞𝐨𝐫𝐞𝐦, 𝐢𝐟 𝒇𝐢𝐬 𝐜𝐨𝐧𝐭𝐢𝐧𝐮𝐨𝐮𝐬 𝐨𝐧 [𝒂,   𝒃] 𝐭𝐡𝐞𝐧 𝐩𝐫𝐨𝐯𝐞𝐭𝐡𝐚𝐭 

∫ 𝒇(𝒙)𝒅𝒙. = 𝒇(𝒄)(𝒃 − 𝒂).
𝐛

𝒂

𝐰𝐡𝐞𝐫𝐞𝒄 ∈ (𝒂,   𝒃) 

Proof: Let 𝑔(𝑥) = 1, and𝑓(𝑥) is continuous.⇒𝑓 and 𝑔 both are R-integrable. And  

𝑔(𝑥) > 0∀𝑥 ∈ [𝑎,   𝑏].∴ By corollary on first mean value theorem ∃𝑐 ∈ (𝑎,   𝑏) 

that ∫ 𝑓(𝑥)𝑔(𝑥)𝑑𝑥. = 𝑓(𝑐) ∫ 𝑔(𝑥)𝑑𝑥.
b

𝑎

b

𝑎
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i. e. ∫ 𝑓(𝑥)1𝑑𝑥. = 𝑓(𝑐) ∫ 1. 𝑑𝑥. = 𝑓(𝑐). (𝑏 − 𝑎)
b

𝑎

b

𝑎

 

∫ 𝑓(𝑥)1𝑑𝑥. = 𝑓(𝑐). (𝑏 − 𝑎)
b

𝑎

where𝑐 ∈ (𝑎,   𝑏). 

𝟏𝟐) 𝐏𝐫𝐨𝐯𝐞𝐭𝐡𝐚𝐭
𝛑

𝟏𝟓𝟑𝟔

< ∫ 𝒔𝒊𝒏𝟖𝒙. 𝒅𝒙 <
𝟐𝟕𝛑

𝟓𝟏𝟐

𝛑

𝟑

𝛑

𝟔

𝐔𝐬𝐢𝐧𝐠 𝐟𝐢𝐫𝐬𝐭 𝐦𝐞𝐚𝐧 𝐯𝐚𝐥𝐮𝐞 𝐭𝐡𝐞𝐨𝐫𝐞𝐦.  

Proof: We know that 
π

6
≤ 𝑥 ≤

π

3
⇒ 𝑠𝑖𝑛

𝜋

6
≤ 𝑠𝑖𝑛 𝑥 ≤ 𝑠𝑖𝑛

𝜋

3
. 

1

2
≤ 𝑠𝑖𝑛 𝑥 ≤

√3

2
 ⇒

1

28
≤ 𝑠𝑖𝑛8𝑥 ≤

(3
1

2)
8

√3

28
. 

∫
1

256
𝑑𝑥 ≤

π

3

π

6

∫ 𝑠𝑖𝑛8𝑥. 𝑑𝑥

π

3

π

6

≤ ∫
81

256
. 𝑑𝑥

π

3

π

6

 

1

256
[
π

3
−

π

6
] ≤ ∫ 𝑠𝑖𝑛8𝑥. 𝑑𝑥

π

3

π

6

≤
81

256
[
π

3
−

π

6
] 

π

1536
< ∫ 𝑠𝑖𝑛8𝑥. 𝑑𝑥 <

27π

512

π

3

π

6

. 

𝟏𝟑) 𝐕𝐞𝐫𝐢𝐟𝐲 𝐭𝐡𝐞 𝐟𝐢𝐫𝐬𝐭 𝐦𝐞𝐚𝐧 𝐯𝐚𝐥𝐮𝐞 𝐭𝐡𝐞𝐨𝐫𝐞𝐦 𝐟𝐨𝐫 𝐭𝐡𝐞 𝐟𝐮𝐧𝐜𝐭𝐢𝐨𝐧 𝒇(𝒙) = 𝒙 𝐚𝐧𝐝  

𝒈(𝒙) = 𝒆𝒙 in [– 𝟏,   𝟏]. 

Proof: Let 𝑓(𝑥) = 𝑥 and 𝑔(𝑥) = 𝑒𝑥 clearly 𝑓 and 𝑔 are continuous in [– 1,   1] and 

hence 𝑓, 𝑔 ∈ 𝑅[– 1,   1] also 𝑔(𝑥) is positive ∀ 𝑥 ∈ [– 1,   1]. 

∴ By the corollary on first mean value theorem ∃ 𝑐 ∈ (– 1,   1) such that  

∫ 𝑓(𝑥)𝑔(𝑥)𝑑𝑥. = 𝑓(𝑐) ∫ 𝑔(𝑥)𝑑𝑥.
1

−1

⇒
1

−1

∫ 𝑥. 𝑒𝑥𝑑𝑥. = 𝑐 ∫ 𝑔(𝑥)𝑑𝑥.
1

−1

1

−1

 

 

[𝑥. 𝑒𝑥 − 1. 𝑒𝑥]−1
1

= 𝑐[𝑒𝑥]−1
1

= 𝑐[𝑒1−𝑒−1] 

(𝑒1 − 𝑒1) − (−𝑒−1 − 𝑒−1) = 𝑐
[𝑒2 − 1]

𝑒
 ⇒ 𝑐 =

2

[𝑒2 − 1]
 

Clearly 𝑐 =
2

[𝑒2 − 1]
∈ (−1,   1). 
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Second Mean Value Theorem:(Bonnet’s form):. 

Statement: If 𝒇 and 𝒈 are bounded andintegrable on [𝒂,   𝒃] and 

𝒈𝐢𝐬𝐝𝐞𝐜𝐫𝐞𝐚𝐬𝐢𝐧𝐠𝐚𝐧𝐝 𝐩𝐨𝐬𝐢𝐭𝐢𝐯𝐞 𝐢𝐧 [𝐚, 𝐛]𝐟𝐮𝐧𝐜𝐭𝐢𝐨𝐧𝐭𝐡𝐞𝐧∃𝛏 ∈ [𝒂,   𝒃]𝐬𝐮𝐜𝐡𝐭𝐡𝐚𝐭 

∫ 𝒇(𝒙)𝒈(𝒙)𝒅𝒙. = 𝒈(𝒂) ∫ 𝒇(𝒙)𝒅𝒙.
𝛏

𝒂

𝐛

𝒂

 

Proof:Let 𝑓and 𝑔be bounded and  R-Integrable.  

Without loss of generality let 𝑓(𝑥) 𝑏𝑒 𝑛𝑜𝑛 𝑛𝑒𝑔𝑎𝑡𝑖𝑣𝑒  𝑖. 𝑒 𝑓(𝑥) ≥ 0 ∀ 𝑥 ∈ [𝑎,   𝑏]. 

𝒊) Let 𝒈 be decreasing function of 𝒙 in [𝒂,   𝒃]. 

∀ 𝑥, 𝑎 ≤ 𝑥 ⇒ 𝑔(𝑎) ≥ 𝑔(𝑥) 

i.e    𝑔(𝑥) ≤ 𝑔(𝑎) , ∀ 𝑥 ≥ 𝑎 

⇒ 𝑓(𝑥)𝑔(𝑥) ≤ 𝑓(𝑥)𝑔(𝑎) ∵  𝑓(𝑥) ≥ 0 

∴ ∫ 𝑓(𝑥)𝑔(𝑥)𝑑𝑥 ≤ 𝑔(𝑎) ∫ 𝑓(𝑥)𝑑𝑥.
𝑏

𝑎

b

𝑎

− − − − − − − − − − − −−→ (1) 

∃𝜉 ∈ [𝑎,   𝑏] such that from(1) ∫ 𝑓(𝑥)𝑔(𝑥)𝑑𝑥 ≤ 𝑔(𝑎) ∫ 𝑓(𝑥)𝑑𝑥.
𝜉

𝑎

b

𝑎

 

𝒊𝒊) Let 𝒈 be increasing function of 𝒙 in[𝒂,   𝒃] 

∀ 𝑥, 𝑎 ≤ 𝑥 ≤ 𝑏, ⇒ 𝑔(𝑎) ≤ 𝑔(𝑥) ≤ 𝑔(𝑏) 

Now consider 𝑔(𝑥) ≤ 𝑔(𝑏)for 𝑥 ≤ 𝑏  ⇒ 𝑓(𝑥)𝑔(𝑥) ≤ 𝑓(𝑥)𝑔(𝑏) 

∫ 𝑓(𝑥)𝑔(𝑥)𝑑𝑥 ≤ 𝑔(𝑏) ∫ 𝑓(𝑥)𝑑𝑥
𝑏

𝑎

− − − − − − − − − − − − −
b

𝑎

→ (2) 

∃𝑡 ∈ [𝑎,   𝑏] such that from(2) ∫ 𝑓(𝑥)𝑔(𝑥)𝑑𝑥 ≤ 𝑔(𝑏) ∫ 𝑓(𝑥)𝑑𝑥.
𝑏

𝑡

b

𝑎

 

Wiestrass form of second mean value theorem:( Generalised second mean value 

theorem or simply second mean value theorem). 

Statement:Let f and g be 𝐛𝐨𝐮𝐧𝐝𝐞𝐝 𝐚𝐧𝐝 𝐢𝐧𝐭𝐞𝐠𝐫𝐚𝐛𝐥𝐞 𝐨𝐧 [𝒂,   𝒃] and let g be and 

monotonic on [𝒂,   𝒃] then there exists𝝃 ∈ [𝒂,   𝒃] 

∫ 𝒇(𝒙)𝒈(𝒙)𝒅𝒙𝟏 = 𝒈(𝒂) ∫ 𝒇(𝒙)𝒅𝒙 +
𝝃

𝒂

𝐛

𝒂

𝒈(𝒃) ∫ 𝒇(𝒙)𝒅𝒙
𝒃

𝝃

 

Proof:Let f and g be bounded and integrable on [𝑎,   𝑏] 

Let g be monnotonically decreasing function on [𝒂,   𝒃]. 
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∴ for 𝑥 ≤ 𝑏,   𝑔(𝑥) ≥ 𝑔(𝑏) ⇒ 𝑔(𝑥) − 𝑔(𝑏) ≥ 0 

As g is decreasing 𝑔(𝑥) − 𝑔(𝑏) is also decreasing. 

Let 𝐺(𝑥) = 𝑔(𝑥) − 𝑔(𝑏). Thus 𝐺(𝑥) is decreasing and positive. 

∴ By Bonnet’s form of second mean value theorem ∃𝜉 ∈ [𝑎,   𝑏] such that  

∫ 𝐺(𝑥)𝑓(𝑥)𝑑𝑥 = 𝐺(𝑎) ∫ 𝑓(𝑥)𝑑𝑥
𝜉

𝑎

b

𝑎

 

⇒ ∫ [𝑔(𝑥) − 𝑔(𝑏)]𝑓(𝑥)𝑑𝑥 = [𝑔(𝑎) − 𝑔(𝑏)] ∫ 𝑓(𝑥)𝑑𝑥
𝜉

𝑎

b

𝑎

 

𝑖. 𝑒. ∫ 𝑓(𝑥)𝑔(𝑥)𝑑𝑥 − ∫ 𝑓(𝑥)𝑔(𝑏)𝑑𝑥
𝑏

𝑎

b

𝑎

= 𝑔(𝑎) ∫ 𝑓(𝑥)𝑑𝑥.
𝜉

𝑎

− 𝑔(𝑏) ∫ 𝑓(𝑥)𝑑𝑥
𝜉

𝑎

 

∫ 𝑓(𝑥)𝑔(𝑥)𝑑𝑥
b

𝑎

= 𝑔(𝑏) [∫ 𝑓(𝑥)𝑑𝑥
𝑏

𝑎

− ∫ 𝑓(𝑥)𝑑𝑥
𝜉

𝑎

] + 𝑔(𝑎) ∫ 𝑓(𝑥)𝑑𝑥
𝜉

𝑎

 

i.e ∫ 𝑓(𝑥)𝑔(𝑥)𝑑𝑥
b

𝑎
= 𝑔(𝑏) [∫ 𝑓(𝑥)𝑑𝑥

𝑏

𝑎
+ ∫ 𝑓(𝑥)𝑑𝑥

𝑎

𝜉
] + 𝑔(𝑎) ∫ 𝑓(𝑥)𝑑𝑥

𝜉

𝑎
 

= 𝑔(𝑏) [∫ 𝑓(𝑥)𝑑𝑥
𝑎

𝜉

+ ∫ 𝑓(𝑥)𝑑𝑥
𝑏

𝑎

] + 𝑔(𝑎) ∫ 𝑓(𝑥)𝑑𝑥
𝜉

𝑎

 

 

∴ ∫ 𝑓(𝑥)𝑔(𝑥)𝑑𝑥
b

𝑎

= 𝑔(𝑏) [∫ 𝑓(𝑥)𝑑𝑥
𝑏

𝜉

] + 𝑔(𝑎) ∫ 𝑓(𝑥)𝑑𝑥
𝜉

𝑎

 

∴ ∫ 𝑓(𝑥)𝑔(𝑥)𝑑𝑥
b

𝑎

= 𝑔(𝑎) ∫ 𝑓(𝑥)𝑑𝑥
𝜉

𝑎

+ 𝑔(𝑏) ∫ 𝑓(𝑥)𝑑𝑥
𝑏

𝜉

where 𝜉 ∈ [𝑎,   𝑏]. 

Similarly if g is increasing function we get (Hint: if g is increasing then -g is 

decreasing and replcace g by -g in above result we get) 

∫ 𝑓(𝑥)(−𝑔(𝑥))𝑑𝑥 = 𝑓(𝑎) ∫ −𝑔(𝑥)𝑑𝑥 +
𝜉

𝑎

b

𝑎

𝑓(𝑏) ∫ −𝑔(𝑥)𝑑𝑥
𝑏

𝜉

 

i.e ∫ 𝑓(𝑥)𝑔(𝑥)𝑑𝑥
b

𝑎
= 𝑔(𝑎) ∫ 𝑓(𝑥)𝑑𝑥

𝜉

𝑎
+ 𝑔(𝑏) ∫ 𝑓(𝑥)𝑑𝑥

𝑏

𝜉
 

Examples on Bonnet’s form of second mean value theorem: 

𝐏𝐫𝐨𝐯𝐞𝐭𝐡𝐚𝐭 |∫
𝒔𝒊𝒏𝒙

𝒙

𝒃

𝒂

𝒅𝒙| ≤
𝟐

𝐚
𝐢𝐟𝐛 > 𝐚 > 𝟎𝐛𝐲𝐮𝐬𝐢𝐧𝐠𝐁𝐨𝐧𝐧𝐞𝐭′𝐬𝐟𝐫𝐨𝐦𝐨𝐟𝐬𝐞𝐜𝐨𝐧𝐝 

𝐦𝐞𝐚𝐧𝐯𝐚𝐥𝐮𝐞𝐭𝐡𝐞𝐨𝐫𝐞𝐦. 

If any h(x) is increasing or decreasing then h(x) 

± constant is also increasing or decreasing. 
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Proof: Let 𝑓(𝑥) = 𝑠𝑖𝑛𝑥&𝑔(𝑥) =
1

𝑥
 clearly 𝑓 is continuous and 𝑔(𝑥) =

1

𝑥
 is 

monotonic decreasing ⇒ 𝑓&𝑔  are integrtable. By Bonnet’s form of second mean 

value theorem 

∃𝑡 ∈ [𝑎,   𝑏] such that ∫ 𝑓(𝑥)𝑔(𝑥)𝑑𝑥

𝑏

𝑎

= 𝑔(𝑎) ∫ 𝑓(𝑥)𝑑𝑥

𝑡

𝑎

. 

i. e. ∫
𝑠𝑖𝑛𝑥

𝑥
𝑑𝑥

𝑏

𝑎

=
1

𝑎
∫ 𝑠𝑖𝑛𝑥. 𝑑𝑥

𝑡

𝑎

=
1

𝑎
[−𝑐𝑜𝑠𝑥]𝑎

𝑡
=

1

𝑎
[−𝑐𝑜𝑠𝑡 + 𝑐𝑜𝑠𝑎] 

|∫
𝑠𝑖𝑛𝑥

𝑥
𝑑𝑥

𝑏

𝑎

| = |
1

𝑎
[−𝑐𝑜𝑠𝑡 + 𝑐𝑜𝑠𝑎]| ≤

1

𝑎
{|−𝑐𝑜𝑠𝑡| + |𝑐𝑜𝑠𝑎|} 

|∫
𝑠𝑖𝑛𝑥

𝑥
𝑑𝑥

𝑏

𝑎

| ≤
1

𝑎
{1 + 1} 

∴ |∫
𝑠𝑖𝑛𝑥

𝑥

𝑏

𝑎

𝑑𝑥| ≤
2

a
 

𝐏𝐫𝐨𝐯𝐞𝐭𝐡𝐚𝐭 |∫ 𝒔𝒊𝒏𝟐𝒙

𝒒

𝒑

𝒅𝒙| ≤
𝟏

𝐩
𝐢𝐟𝐪 > 𝐩 > 𝟎 

𝐏𝐫𝐨𝐨𝐟: Let 𝑠𝑖𝑛2𝑥 =
2𝑥

2𝑥
𝑠𝑖𝑛2𝑥 

Now 𝑓(𝑥) = 2𝑥𝑠𝑖𝑛2𝑥is continuous and 𝑔(𝑥) =
1

2𝑥
 is monotonically decreasing. 

⇒ 𝑓&𝑔 are integrable. By Bonnet’s form of second mean value theorem as 𝑔(𝑥) is 

monotonically decreasing function then ∃𝑡 ∈ [𝑝,   𝑞] such that, 

∫ 𝑓(𝑥)𝑔(𝑥)𝑑𝑥

𝑞

𝑝

= 𝑔(𝑝) ∫ 𝑓(𝑥)𝑑𝑥

𝑡

𝑝

. 
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∫
2𝑥𝑠𝑖𝑛2𝑥

2𝑥
𝑑𝑥

𝑞

𝑝

=
1

2𝑝
∫ 2𝑥𝑠𝑖𝑛2𝑥𝑑𝑥

𝑡

𝑝

=
1

2𝑝
[−𝑐𝑜𝑠2𝑥]𝑝

𝑡
=

1

2𝑝
[−𝑐𝑜𝑠2𝑡 + 𝑐𝑜𝑠2𝑝] 

|∫
2𝑥𝑠𝑖𝑛2𝑥

2𝑥
𝑑𝑥

𝑞

𝑝

| = |
1

2𝑝
[−𝑐𝑜𝑠2𝑡 + 𝑐𝑜𝑠2𝑝]| ≤

1

2𝑝
[|−𝑐𝑜𝑠2𝑡| + |𝑐𝑜𝑠2𝑝|] 

|∫
2𝑥𝑠𝑖𝑛2𝑥

2𝑥
𝑑𝑥

𝑞

𝑝

| ≤
1

2𝑝
[1 + 1] 

|∫
2𝑥𝑠𝑖𝑛2𝑥

2𝑥
𝑑𝑥

𝑞

𝑝

| ≤
1

𝑝
. 

 

Primitive of a function: 

Definition: If 𝒇(𝒙) and 𝑭(𝒙) are two functions defined on an interval [𝒂,   𝒃] such 

𝐭𝐡𝐚𝐭𝑭′(𝒙) = 𝒇(𝒙)𝐨𝐫 ∫ 𝒇(𝒙)𝐝𝐱 = 𝑭(𝒙) + 𝒄∀𝒙 ∈ [𝒂,   𝒃]  then 𝑭(𝒙)  is called  

primitive of 𝒇(𝒙).  

𝐄𝐱𝐚𝐦𝐩𝐥𝐞: 1) 𝑥3is primitive of3𝑥2 ∵ ∫ 3𝑥2𝑑𝑥 = 𝑥3 + 𝑐 

2) 𝑠𝑖𝑛𝑥is primitive of𝑐𝑜𝑠𝑥 ∵ ∫ 𝑐𝑜𝑠𝑥𝑑𝑥 = 𝑠𝑖𝑛𝑥 + 𝑐 

Fundamental Theorem of Integral Calculus: 

Statement: If  𝒇 is R-Integrable on [𝒂,   𝒃] and 𝑭 is primitive of 𝒇 on [𝒂,   𝒃]𝐭𝐡𝐞𝐧  

∫ 𝒇(𝒙)𝒅𝒙. = 𝑭(𝒃) − 𝑭(𝒂)
𝐛

𝒂

. 

𝐏𝐫𝐨𝐨𝐟: Given that 𝑓 is integrable

⇒ ∫ 𝑓(𝑥)𝑑𝑥.
b

𝑎

 is exists. and 𝐹(𝑥)is primitiveof 𝑓(𝑥). 

∴ 𝐹′(𝑥) = 𝑓(𝑥) → (1)∀𝑥 ∈ [𝑎,   𝑏]. Now consider partition 

𝑃 =  {𝑥0 = 𝑎, 𝑥1, … 𝑥𝑟−1, 𝑥𝑟 , … . 𝑥𝑛−1, 𝑥𝑛 = 𝑏} since 𝐹(𝑥) is diffedrentiable in 

[𝑎,   𝑏] ⇒ 𝐹(𝑥) is differntiable at each sub-interval𝐼𝑟 = [𝑥𝑟−1, 𝑥𝑟]of [𝑎,   𝑏].  

 

 



 

 

Dr. M. M. Shankrikopp,  HOD of Mathematics Page 66 
 

KLE’s G.I. Bagewadi College, Niani., B.Sc. V Sem. Mathematics Paper I,  Riemann Integration 

 

 

 

 

 

𝑳𝒂𝒈𝒓𝒂𝒏𝒈𝒆’𝒔𝑴𝒆𝒂𝒏𝑽𝒂𝒍𝒖𝒆𝑻𝒉𝒆𝒐𝒓𝒆𝒎: 

𝑰𝒇𝒇(𝒙)𝒊𝒔𝒄𝒐𝒏𝒕𝒊𝒏𝒖𝒐𝒔𝒊𝒏[𝒂,   𝒃]𝒂𝒏𝒅𝒅𝒊𝒇𝒇𝒆𝒓𝒆𝒏𝒕𝒊𝒂𝒃𝒍𝒆𝒊𝒏(𝒂,   𝒃)𝒕𝒉𝒆𝒏∃𝒂𝒕𝒍𝒆𝒂𝒔𝒕 

𝒐𝒏𝒆𝒑𝒐𝒊𝒏𝒕𝒄] 𝑠𝑢𝑐ℎ𝑡ℎ𝑎𝑡𝒇′(𝒄) =
𝒇(𝒃) − 𝒇(𝒂)

𝒃 − 𝒂
  . 

Now by using Lagrange’s mean value theorem for one variable ∃ atleast oner point 

𝜉𝑟 ∈ (𝑥𝑟−1,   𝑥𝑟)such that 𝐹′(𝜉𝑟) =
𝐹(𝑥𝑟) − 𝐹(𝑥𝑟−1)

𝑥𝑟 − 𝑥𝑟−1
 

i. e. (𝑥𝑟 − 𝑥𝑟−1) 𝐹′(𝜉𝑟) = 𝐹(𝑥𝑟) − 𝐹(𝑥𝑟−1) 

i.e 𝛿𝑟𝐹′(𝜉𝑟) = 𝐹(𝑥𝑟) − 𝐹(𝑥𝑟−1) 

But from(1)𝐹′(𝑥) = 𝑓(𝑥) => 𝐹′(𝜉𝑟) =  𝑓(𝜉𝑟)as𝜉𝑟 ∈ 𝐼𝑟 ⊆ [𝑎,   𝑏] 

∴ 𝛿𝑟𝑓(𝜉𝑟) = 𝐹(𝑥𝑟) − 𝐹(𝑥𝑟−1) 

⇒ ∑ 𝑓(𝜉𝑟)

𝑛

𝑟=1

𝛿𝑟 = ∑[𝐹(𝑥𝑟) − 𝐹(𝑥𝑟−1)]

𝑛

𝑟=1

 

 

⇒ lim
𝑛→∞

∑ 𝑓(𝜉𝑟)

𝑛

𝑟=1

𝛿𝑟 = lim
𝑛→∞

∑[𝐹(𝑥𝑟) − 𝐹(𝑥𝑟−1)]

𝑛

𝑟=1

 

 

∫ 𝑓(𝑥)𝑑𝑥
b

𝑎

= lim
𝑛→∞

[𝐹(𝑥1) − 𝐹(𝑥0) + 𝐹(𝑥2) − 𝐹(𝑥1) + ⋯ 𝐹(𝑥𝑛) + 𝐹(𝑥𝑛−1)] 

∫ 𝑓(𝑥)𝑑𝑥.
b

𝑎

= lim
𝑛→∞

[𝐹(𝑥𝑛) − 𝐹(𝑥0)] 

= lim
𝑛→∞

[𝐹(𝑏) − 𝐹(𝑎)]as 𝑥𝑛 = b &𝑥0 = b  

𝑇ℎ𝑢𝑠 ∫ 𝑓(𝑥)𝑑𝑥 = 𝐹(𝑏) − 𝐹(𝑎).
b

𝑎

 

Examples:  1.  Evaluate∫   𝒙  𝒅𝒙.
𝟐

𝟎
 By FThm of IC 

2.  Evaluate∫ (𝒙 −
𝟏

𝒙
)  𝒅𝒙.

𝟒

𝟏
 By FThm of IC 

3. Evaluate∫ 𝒔𝒊𝒏𝒙  𝒅𝒙.
𝝅

𝟐
𝟎

 By FThm of IC 
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Example: 𝐈𝐟𝒇(𝒙)𝐢𝐬𝐜𝐨𝐧𝐭𝐢𝐧𝐮𝐨𝐮𝐬𝐢𝐧[𝒂,   𝒃]𝐭𝐡𝐞𝐧𝐩𝐫𝐨𝐯𝐞𝐭𝐡𝐚𝐭∅(𝒕) = ∫ 𝒇(𝒙)𝒅𝒙. ∀ 𝒕 ∈
𝒕

𝒂

[𝒂,   𝒃] 𝐢𝐬 

𝒊) Continuous in [𝒂,   𝒃]𝒊𝒊) differentiable in (𝒂, 𝒃)&∅′(𝒕) = 𝒇(𝒕)∀𝒕 ∈ [𝒂,   𝒃]. 

𝐏𝐫𝐨𝐨𝐟: 𝐆𝐢𝐯𝐞𝐧𝐭𝐡𝐚𝐭∅(𝒕) = ∫ 𝒇(𝒙)𝒅𝒙. → (𝟏).
𝒕

𝒂

 

∅(𝑡 + ℎ) = ∫ 𝑓(𝑥)𝑑𝑥. → (2).
𝑡+ℎ

𝑎

 

∅(𝑡 + ℎ) − ∅(𝑡) = ∫ 𝑓(𝑥)𝑑𝑥. −
𝑡+ℎ

𝑎

∫ 𝑓(𝑥)𝑑𝑥.
𝑡

𝑎

          𝑓𝑟𝑜𝑚(1)&(2) 

∅(𝑡 + ℎ) − ∅(𝑡) = ∫ 𝑓(𝑥)𝑑𝑥. +
𝑡+ℎ

𝑎

∫ 𝑓(𝑥)𝑑𝑥.
𝑎

𝑡

= ∫ 𝑓(𝑥)𝑑𝑥.
𝑡+ℎ

𝑡

 

|∅(𝑡 + ℎ) − ∅(𝑡)| = |∫ 𝑓(𝑥)𝑑𝑥.
𝑡+ℎ

𝑡

| ≤ ∫ |𝑓(𝑥)|𝑑𝑥.
𝑡+ℎ

𝑡

 

|∅(𝑡 + ℎ) − ∅(𝑡)| ≤ ∫ 𝑘. 𝑑𝑥.
𝑡+ℎ

𝑡

as f is continuous, it is bounded and hence|𝑓(𝑥)|

≤ 𝑘 

|∅(𝑡 + ℎ) − ∅(𝑡)| ≤ 𝑘[𝑥]𝑡
𝑡+ℎ

 

|∅(𝑡 + ℎ) − ∅(𝑡)| ≤ 𝑘ℎ → 0  as ℎ → 0 

∴ lim
ℎ→0

|∅(𝑡 + ℎ) − ∅(𝑡)| ≤ lim
ℎ→0

𝑘ℎ = 0 

lim
ℎ→0

|∅(𝑡 + ℎ)| = ∅(𝑡) 

⇒ ∅is continnuous.  

𝑖𝑖) Now∅(𝑡 + ℎ) − ∅(𝑡) = ∫ 𝑓(𝑥)𝑑𝑥.
𝑡+ℎ

𝑡

 

∅(𝑡 + ℎ) − ∅(𝑡) = 𝑓(𝑡 + 𝜃ℎ)ℎwhere 𝑡 + 𝜃ℎ ∈ [𝑡,   𝑡 + ℎ] 

∅(𝑡 + ℎ) − ∅(𝑡) = 𝑓(𝑡 + 𝜃ℎ)ℎ 

𝑖. 𝑒 𝑓(𝑡 + 𝜃ℎ) =
∅(𝑡 + ℎ) − ∅(𝑡)

ℎ
 

⇒ lim
ℎ→0

𝑓(𝑡 + 𝜃ℎ) = lim
ℎ→0

∅(𝑡 + ℎ) − ∅(𝑡)

ℎ
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⇒ 𝑓(𝑡) = ∅′(𝑡) ∴ ∅(𝑡) is integrable. 

𝐏 

 

 

 



Topic 8 Notes
Jeremy Orloff

8 Residue Theorem

8.1 Poles and zeros

We remind you of the following terminology: Suppose f(z) is analytic at z0 and

f(z) = an(z − z0)n + an+1(z − z0)n+1 + . . . ,

with an 6= 0. Then we say f has a zero of order n at z0. If n = 1 we say z0 is a simple zero.

Suppose f has an isolated singularity at z0 and Laurent series

f(z) =
bn

(z − z0)n
+

bn−1
(z − z0)n−1

+ . . .+
b1

z − z0
+ a0 + a1(z − z0) + . . .

which converges on 0 < |z − z0| < R and with bn 6= 0. Then we say f has a pole of order n
at z0. If n = 1 we say z0 is a simple pole.

There are several examples in the Topic 7 notes. Here is one more

Example 8.1.

f(z) =
z + 1

z3(z2 + 1)

has isolated singularities at z = 0,±i and a zero at z = −1. We will show that z = 0 is a
pole of order 3, z = ±i are poles of order 1 and z = −1 is a zero of order 1. The style of
argument is the same in each case.

At z = 0:

f(z) =
1

z3
· z + 1

z2 + 1
.

Call the second factor g(z). Since g(z) is analytic at z = 0 and g(0) = 1, it has a Taylor
series

g(z) =
z + 1

z2 + 1
= 1 + a1z + a2z

2 + . . .

Therefore

f(z) =
1

z3
+
a1
z2

+
a2
z

+ . . . .

This shows z = 0 is a pole of order 3.

At z = i: f(z) = 1
z−i ·

z+1
z3(z+i)

. Call the second factor g(z). Since g(z) is analytic at z = i,

it has a Taylor series

g(z) =
z + 1

z3(z + i)
= a0 + a1(z − i) + a2(z − i)2 + . . .

where a0 = g(i) 6= 0. Therefore

f(z) =
a0
z − i

+ a1 + a2(z − i) + . . . .

This shows z = i is a pole of order 1.

The arguments for z = −i and z = −1 are similar.

1
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8.2 Words: Holomorphic and meromorphic

Definition. A function that is analytic on a region A is called holomorphic on A.

A function that is analytic on A except for a set of poles of finite order is called meromorphic
on A.

Example 8.2. Let

f(z) =
z + z2 + z3

(z − 2)(z − 3)(z − 4)(z − 5)
.

This is meromorphic on C with (simple) poles at z = 2, 3, 4, 5.

8.3 Behavior of functions near zeros and poles

The basic idea is that near a zero of order n, a function behaves like (z − z0)n and near a
pole of order n, a function behaves like 1/(z − z0)n. The following make this a little more
precise.

Behavior near a zero. If f has a zero of order n at z0 then near z0,

f(z) ≈ an(z − z0)n,

for some constant an.

Proof. By definition f has a Taylor series around z0 of the form

f(z) = an(z − z0)n + an+1(z − z0)n+1 + . . .

= an(z − z0)n
(

1 +
an+1

an
(z − z0) +

an+2

an
(z − z0)2 + . . .

)
Since the second factor equals 1 at z0, the claim follows.

Behavior near a finite pole. If f has a pole of order n at z0 then near z0,

f(z) ≈ bn
(z − z0)n

,

for some constant bn.

Proof. This is nearly identical to the previous argument. By definition f has a Laurent
series around z0 of the form

f(z) =
bn

(z − z0)n
+

bn−1
(z − z0)n−1

+ . . .+
b1

z − z0
+ a0 + . . .

=
bn

(z − z0)n

(
1 +

bn−1
bn

(z − z0) +
bn−2
bn

(z − z0)2 + . . .

)
Since the second factor equals 1 at z0, the claim follows.

8.3.1 Picard’s theorem and essential singularities

Near an essential singularity we have Picard’s theorem. We won’t prove or make use of this
theorem in 18.04. Still, we feel it is pretty enough to warrant showing to you.
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Picard’s theorem. If f(z) has an essential singularity at z0 then in every neighborhood
of z0, f(z) takes on all possible values infinitely many times, with the possible exception of
one value.

Example 8.3. It is easy to see that in any neighborhood of z = 0 the function w = e1/z

takes every value except w = 0.

8.3.2 Quotients of functions

We have the following statement about quotients of functions. We could make similar
statements if one or both functions has a pole instead of a zero.

Theorem. Suppose f has a zero of order m at z0 and g has a zero of order n at z0. Let

h(z) =
f(z)

g(z)
.

Then

• If n > m then h(z) has a pole of order n−m at z0.

• If n < m then h(z) has a zero of order m− n at z0.

• If n = m then h(z) is analytic and nonzero at z0.

We can paraphrase this as h(z) has ‘pole’ of order n −m at z0. If n −m is negative then
the ‘pole’ is actually a zero.

Proof. You should be able to supply the proof. It is nearly identical to the proofs above:
express f and g as Taylor series and take the quotient.

Example 8.4. Let

h(z) =
sin(z)

z2
.

We know sin(z) has a zero of order 1 at z = 0 and z2 has a zero of order 2. So, h(z) has a
pole of order 1 at z = 0. Of course, we can see this easily using Taylor series

h(z) =
1

z2

(
z − z3

3!
+ . . .

)

8.4 Residues

In this section we’ll explore calculating residues. We’ve seen enough already to know that
this will be useful. We will see that even more clearly when we look at the residue theorem
in the next section.

We introduced residues in the previous topic. We repeat the definition here for completeness.

Definition. Consider the function f(z) with an isolated singularity at z0, i.e. defined on
the region 0 < |z − z0| < r and with Laurent series (on that region)

f(z) =

∞∑
n=1

bn
(z − z0)n

+
∞∑
n=0

an(z − z0)n.
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The residue of f at z0 is b1. This is denoted

Res(f, z0) = b1 or Res
z=z0

f = b1.

What is the importance of the residue? If γ is a small, simple closed curve that goes
counterclockwise around b1 then ∫

γ
f(z) = 2πib1.

γ small enough to be inside |z− z0| < r, surround z0 and contain no other singularity of f .

This is easy to see by integrating the Laurent series term by term. The only nonzero integral
comes from the term b1/z.

Example 8.5.

f(z) = e1/2z = 1 +
1

2z
+

1

2(2z)2
+ . . .

has an isolated singularity at 0. From the Laurent series we see that Res(f, 0) = 1/2.

Example 8.6.

(i) Let

f(z) =
1

z3
+

2

z2
+

4

z
+ 5 + 6z.

f has a pole of order 3 at z = 0 and Res(f, 0) = 4.

(ii) Suppose

f(z) =
2

z
+ g(z),

where g is analytic at z = 0. Then, f has a simple pole at 0 and Res(f, 0) = 2.

(iii) Let
f(z) = cos(z) = 1− z2/2! + . . . .

Then f is analytic at z = 0 and Res(f, 0) = 0.

(iv) Let

f(z) =
sin(z)

z
=

1

z

(
z − z3

3!
+ . . .

)
= 1− z2

3!
+ . . .

So, f has a removable singularity at z = 0 and Res(f, 0) = 0.
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Example 8.7. Using partial fractions. Let

f(z) =
z

z2 + 1
.

Find the poles and residues of f .

Solution: Using partial fractions we write

f(z) =
z

(z − i)(z + i)
=

1

2
· 1

z − i
+

1

2
· 1

z + i
.

The poles are at z = ±i. We compute the residues at each pole:

At z = i:

f(z) =
1

2
· 1

z − i
+ something analytic at i.

Therefore the pole is simple and Res(f, i) = 1/2.

At z = −i:
f(z) =

1

2
· 1

z + i
+ something analytic at −i.

Therefore the pole is simple and Res(f,−i) = 1/2.

Example 8.8. Mild warning! Let

f(z) = − 1

z(1− z)

then we have the following Laurent expansions for f around z = 0.

On 0 < |z| < 1:

f(z) = −1

z
· 1

1− z
= −1

z
(1 + z + z2 + . . .).

Therefore the pole at z = 0 is simple and Res(f, 0) = −1.

On 1 < |z| <∞:

f(z) =
1

z2
· 1

1− 1/z
=

1

z2

(
1 +

1

z
+

1

z2
+ . . .

)
.

Even though this is a valid Laurent expansion you must not use it to compute the residue
at 0. This is because the definition of residue requires that we use the Laurent series on the
region 0 < |z − z0| < r.

Example 8.9. Let
f(z) = log(1 + z).

This has a singularity at z = −1, but it is not isolated, so not a pole and therefore there is
no residue at z = −1.

8.4.1 Residues at simple poles

Simple poles occur frequently enough that we’ll study computing their residues in some
detail. Here are a number of ways to spot a simple pole and compute its residue. The
justification for all of them goes back to Laurent series.
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Suppose f(z) has an isolated singularity at z = z0. Then we have the following properties.

Property 1. If the Laurent series for f(z) has the form

b1
z − z0

+ a0 + a1(z − z0) + . . .

then f has a simple pole at z0 and Res(f, z0) = b1.

Property 2 If
g(z) = (z − z0)f(z)

is analytic at z0 then z0 is either a simple pole or a removable singularity. In either case
Res(f, z0) = g(z0). (In the removable singularity case the residue is 0.)

Proof. Directly from the Laurent series for f around z0.

Property 3. If f has a simple pole at z0 then

lim
z→z0

(z − z0)f(z) = Res(f, z0)

This says that the limit exists and equals the residue. Conversely, if the limit exists then
either the pole is simple, or f is analytic at z0. In both cases the limit equals the residue.

Proof. Directly from the Laurent series for f around z0.

Property 4. If f has a simple pole at z0 and g(z) is analytic at z0 then

Res(fg, z0) = g(z0) Res(f, z0).

If g(z0) 6= 0 then

Res(f/g, z0) =
1

g(z0)
Res(f, z0).

Proof. Since z0 is a simple pole,

f(z) =
b1

z − z0
+ a0 + a1(z − z0)

Since g is analytic,
g(z) = c0 + c1(z − z0) + . . . ,

where c0 = g(z0). Multiplying these series together it is clear that

Res(fg, z0) = c0b1 = g(z0) Res(f, z0). QED

The statement about quotients f/g follows from the proof for products because 1/g is
analytic at z0.

Property 5. If g(z) has a simple zero at z0 then 1/g(z) has a simple pole at z0 and

Res(1/g, z0) =
1

g′(z0)
.

Proof. The algebra for this is similar to what we’ve done several times above. The Taylor
expansion for g is

g(z) = a1(z − z0) + a2(z − z0)2 + . . . ,
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where a1 = g′(z0). So

1

g(z)
=

1

a1(z − z0)

(
1

1 + a2
a1

(z − z0) + . . .

)

The second factor on the right is analytic at z0 and equals 1 at z0. Therefore we know the
Laurent expansion of 1/g is

1

g(z)
=

1

a1(z − z0)
(1 + c1(z − z0) + . . .)

Clearly the residue is 1/a1 = 1/g′(z0). QED.

Example 8.10. Let

f(z) =
2 + z + z2

(z − 2)(z − 3)(z − 4)(z − 5)
.

Show all the poles are simple and compute their residues.

Solution: The poles are at z = 2, 3, 4, 5. They are all isolated. We’ll look at z = 2 the
others are similar. Multiplying by z − 2 we get

g(z) = (z − 2)f(z) =
2 + z + z2

(z − 3)(z − 4)(z − 5)
.

This is analytic at z = 2 and

g(2) =
8

−6
= −4

3
.

So the pole is simple and Res(f, 2) = −4/3.

Example 8.11. Let

f(z) =
1

sin(z)
.

Find all the poles and their residues.

Solution: The poles of f(z) are the zeros of sin(z), i.e. nπ for n an integer. Since the
derivative

sin′(nπ) = cos(nπ) 6= 0,

the zeros are simple and by Property 5 above

Res(f, nπ) =
1

cos(nπ)
= (−1)n.

Example 8.12. Let

f(z) =
1

z(z2 + 1)(z − 2)2
.

Identify all the poles and say which ones are simple.

Solution: Clearly the poles are at z = 0,±i, 2.

At z = 0:
g(z) = zf(z)

is analytic at 0 and g(0) = 1/4. So the pole is simple and the residue is g(0) = 1/4.
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At z = i:

g(z) = (z − i)f(z) =
1

z(z + i)(z − 2)2

is analytic at i, the pole is simple and the residue is g(i).

At z = −i: This is similar to the case z = i. The pole is simple.

At z = 2:

g(z) = (z − 2)f(z) =
1

z(z2 + 1)(z − 2)

is not analytic at 2, so the pole is not simple. (It should be obvious that it’s a pole of order
2.)

Example 8.13. Let p(z), q(z) be analytic at z = z0. Assume p(z0) 6= 0, q(z0) = 0,
q′(z0) 6= 0. Find

Res
z=z0

p(z)

q(z)
.

Solution: Since q′(z0) 6= 0, q has a simple zero at z0. So 1/q has a simple pole at z0 and

Res(1/q, z0) =
1

q′(z0)

Since p(z0) 6= 0 we know

Res(p/q, z0) = p(z0) Res(1/q, z0) =
p(z0)

q′(z0)
.

8.4.2 Residues at finite poles

For higher-order poles we can make statements similar to those for simple poles, but the
formulas and computations are more involved. The general principle is the following

Higher order poles. If f(z) has a pole of order k at z0 then

g(z) = (z − z0)kf(z)

is analytic at z0 and if
g(z) = a0 + a1(z − z0) + . . .

then

Res(f, z0) = ak−1 =
g(k−1)(z0)

(k − 1)!
.

Proof. This is clear using Taylor and Laurent series for g and f .

Example 8.14. Let

f(z) =
sinh(z)

z5

and find the residue at z = 0.

Solution: We know the Taylor series for

sinh(z) = z + z3/3! + z5/5! + . . .
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(You can find this using sinh(z) = (ez − e−z)/2 and the Taylor series for ez.) Therefore,

f(z) =
1

z4
+

1

3!z2
+

1

5!
+ . . .

We see Res(f, 0) = 0.

Note, we could have seen this by realizing that f(z) is an even function.

Example 8.15. Let

f(z) =
sinh(z)ez

z5
.

Find the residue at z = 0.

Solution: It is clear that Res(f, 0) equals the coefficient of z4 in the Taylor expansion of
sinh(z)ez. We compute this directly as

sinh(z)ez =

(
z +

z3

3!
+ . . .

)(
1 + z +

z2

2
+
z3

3!
+ . . .

)
= . . .+

(
1

4!
+

1

3!

)
z4 + . . .

So

Res(f, 0) =
1

3!
+

1

4!
=

5

24
.

Example 8.16. Find the residue of

f(z) =
1

z(z2 + 1)(z − 2)2

at z = 2.

Solution: g(z) = (z − 2)2f(z) = 1
z(z2+1)

is analytic at z = 2. So, the residue we want is the

a1 term in its Taylor series, i.e. g′(2). This is easy, if dull, to compute

Res(f, 2) = g′(2) = − 13

100

8.4.3 cot(z)

The function cot(z) turns out to be very useful in applications. This stems largely from the
fact that it has simple poles at all multiples of π and the residue is 1 at each pole. We show
that first.

Fact. f(z) = cot(z) has simple poles at nπ for n an integer and Res(f, nπ) = 1.

Proof.

f(z) =
cos(z)

sin(z)
.

This has poles at the zeros of sin, i.e. at z = nπ. At poles f is of the form p/q where q has
a simple zero at z0 and p(z0) 6= 0. Thus we can use the formula

Res(f, z0) =
p(z0)

q′(z0)
.

In our case, we have

Res(f, nπ) =
cos(nπ)

cos(nπ)
= 1,
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as claimed.

Sometimes we need more terms in the Laurent expansion of cot(z). There is no known easy
formula for the terms, but we can easily compute as many as we need using the following
technique.

Example 8.17. Compute the first several terms of the Laurent expansion of cot(z) around
z = 0.

Solution: Since cot(z) has a simple pole at 0 we know

cot(z) =
b1
z

+ a0 + a1z + a2z
2 + . . .

We also know

cot(z) =
cos(z)

sin(z)
=

1− z2/2 + z4/4!− . . .
z − z3/3! + z5/5!− . . .

Cross multiplying the two expressions we get(
b1
z

+ a0 + a1z + a2z
2 + . . .

)(
z − z3

3!
+
z5

5!
− . . .

)
= 1− z2

2
+
z4

4!
− . . .

We can do the multiplication and equate the coefficients of like powers of z.

b1 + a0z +

(
−b1

3!
+ a1

)
z2 +

(
−a0

3!
+ a2

)
z3 +

(
b1
5!
− a1

3!
+ a3

)
z4 = 1− z2

2!
+
z4

4!

So, starting from b1 = 1 and a0 = 0, we get

−b1/3! + a1 = −1/2! ⇒ a1 = −1/3

−a0/3! + a2 = 0 ⇒ a2 = 0

b1/5!− a1/3! + a3 = 1/4! ⇒ a3 = −1/45.

As noted above, all the even terms are 0 as they should be. We have

cot(z) =
1

z
− z

3
− z3

45
+ . . .

8.5 Cauchy Residue Theorem

This is one of the major theorems in 18.04. It will allow us to make systematic our previous
somewhat ad hoc approach to computing integrals on contours that surround singularities.

Theorem. (Cauchy’s residue theorem) Suppose f(z) is analytic in the region A except
for a set of isolated singularities. Also suppose C is a simple closed curve in A that doesn’t
go through any of the singularities of f and is oriented counterclockwise. Then∫

C
f(z) dz = 2πi

∑
residues of f inside C

Proof. The proof is based of the following figures. They only show a curve with two singu-
larities inside it, but the generalization to any number of signularities is straightforward. In
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what follows we are going to abuse language and say pole when we mean isolated singularity,
i.e. a finite order pole or an essential singularity (‘infinite order pole’).

The left figure shows the curve C surrounding two poles z1 and z2 of f . The right figure
shows the same curve with some cuts and small circles added. It is chosen so that there are
no poles of f inside it and so that the little circles around each of the poles are so small
that there are no other poles inside them. The right hand curve is

C̃ = C1 + C2 − C3 − C2 + C4 + C5 − C6 − C5

The left hand curve is C = C1 +C4. Since there are no poles inside C̃ we have, by Cauchy’s
theorem, ∫

C̃
f(z) dz =

∫
C1+C2−C3−C2+C4+C5−C6−C5

f(z) dz = 0

Dropping C2 and C5, which are both added and subtracted, this becomes∫
C1+C4

f(z) dz =

∫
C3+C6

f(z) dz (1)

If

f(z) = . . .+
b2

(z − z1)2
+

b1
z − z1

+ a0 + a1(z − z1) + . . .

is the Laurent expansion of f around z1 then∫
C3

f(z) dz =

∫
C3

. . .+
b2

(z − z1)2
+

b1
z − z1

+ a0 + a1(z − z1) + . . . dz

= 2πib1

= 2πiRes(f, z1)

Likewise ∫
C6

f(z) dz = 2πiRes(f, z2).

Using these residues and the fact that C = C1 + C4, Equation 1 becomes∫
C
f(z) dz = 2πi [Res(f, z1) + Res(f, z2)] .

That proves the residue theorem for the case of two poles. As we said, generalizing to any
number of poles is straightforward.

Example 8.18. Let

f(z) =
1

z(z2 + 1)
.
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Compute

∫
f(z) dz over each of the contours C1, C2, C3, C4 shown.

Solution: The poles of f(z) are at z = 0,±i. Using the residue theorem we just need to
compute the residues of each of these poles.

At z = 0:

g(z) = zf(z) =
1

z2 + 1

is analytic at 0 so the pole is simple and

Res(f, 0) = g(0) = 1.

At z = i:

g(z) = (z − i)f(z) =
1

z(z + i)

is analytic at i so the pole is simple and

Res(f, i) = g(i) = −1/2.

At z = −i:
g(z) = (z + i)f(z) =

1

z(z − i)
is analytic at −i so the pole is simple and

Res(f,−i) = g(−i) = −1/2.

Using the residue theorem we have∫
C1

f(z) dz = 0 (since f is analytic inside C1)∫
C2

f(z) dz = 2πiRes(f, i) = −πi∫
C3

f(z) dz = 2πi [Res(f, i) + Res(f, 0)] = πi∫
C4

f(z) dz = 2πi [Res(f, i) + Res(f, 0) + Res(f,−i)] = 0.
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Example 8.19. Compute ∫
|z|=2

5z − 2

z(z − 1)
dz.

Solution: Let

f(z) =
5z − 2

z(z − 1)
.

The poles of f are at z = 0, 1 and the contour encloses them both.

At z = 0:

g(z) = zf(z) =
5z − 2

(z − 1)

is analytic at 0 so the pole is simple and

Res(f, 0) = g(0) = 2.

At z = 1:

g(z) = (z − 1)f(z) =
5z − 2

z

is analytic at 1 so the pole is simple and

Res(f, 1) = g(1) = 3.

Finally ∫
C

5z − 2

z(z − 1)
dz = 2πi [Res(f, 0) + Res(f, 1)] = 10πi.

Example 8.20. Compute ∫
|z|=1

z2 sin(1/z) dz.

Solution: Let
f(z) = z2 sin(1/z).

f has an isolated singularity at z = 0. Using the Taylor series for sin(w) we get

z2 sin(1/z) = z2
(

1

z
− 1

3!z3
+

1

5!z5
− . . .

)
= z − 1/6

z
+ . . .

So, Res(f, 0) = b1 = −1/6. Thus the residue theorem gives∫
|z|=1

z2 sin(1/z) dz = 2πiRes(f, 0) = − iπ
3
.
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Example 8.21. Compute ∫
C

dz

z(z − 2)4
dz,

where, C : |z − 2| = 1.

Solution: Let

f(z) =
1

z(z − 2)4
.

The singularity at z = 0 is outside the contour of integration so it doesn’t contribute to the
integral.

To use the residue theorem we need to find the residue of f at z = 2. There are a number
of ways to do this. Here’s one:

1

z
=

1

2 + (z − 2)

=
1

2
· 1

1 + (z − 2)/2

=
1

2

(
1− z − 2

2
+

(z − 2)2

4
− (z − 2)3

8
+ . . .

)
This is valid on 0 < |z − 2| < 2. So,

f(z) =
1

(z − 2)4
· 1

z
=

1

2(z − 2)4
− 1

4(z − 2)3
+

1

8(z − 2)2
− 1

16(z − 2)
+ . . .

Thus, Res(f, 2) = −1/16 and∫
C
f(z) dz = 2πiRes(f, 2) = −πi

8
.

Example 8.22. Compute ∫
C

1

sin(z)
dz

over the contour C shown.
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Solution: Let
f(z) = 1/ sin(z).

There are 3 poles of f inside C at 0, π and 2π. We can find the residues by taking the limit
of (z− z0)f(z). Each of the limits is computed using L’Hospital’s rule. (This is valid, since
the rule is just a statement about power series. We could also have used Property 5 from
the section on residues of simple poles above.)

At z = 0:

lim
z→0

z

sin(z)
= lim

z→0

1

cos(z)
= 1.

Since the limit exists, z = 0 is a simple pole and

Res(f, 0) = 1.

At z = π:

lim
z→π

z − π
sin(z)

= lim
z→π

1

cos(z)
= −1.

Since the limit exists, z = π is a simple pole and

Res(f, π) = −1.

At z = 2π: The same argument shows

Res(f, 2π) = 1.

Now, by the residue theorem∫
C
f(z) dz = 2πi [Res(f, 0) + Res(f, π) + Res(f, 2π)] = 2πi.

8.6 Residue at ∞

The residue at∞ is a clever device that can sometimes allow us to replace the computation
of many residues with the computation of a single residue.

Suppose that f is analytic in C except for a finite number of singularities. Let C be a
positively oriented curve that is large enough to contain all the singularities.

All the poles of f are inside C

Definition. We define the residue of f at infinity by

Res(f,∞) = − 1

2πi

∫
C
f(z) dz.
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We should first explain the idea here. The interior of a simple closed curve is everything
to left as you traverse the curve. The curve C is oriented counterclockwise, so its interior
contains all the poles of f . The residue theorem says the integral over C is determined by
the residues of these poles.

On the other hand, the interior of the curve −C is everything outside of C. There are no
poles of f in that region. If we want the residue theorem to hold (which we do –it’s that
important) then the only option is to have a residue at ∞ and define it as we did.

The definition of the residue at infinity assumes all the poles of f are inside C. Therefore
the residue theorem implies

Res(f,∞) = −
∑

the residues of f .

To make this useful we need a way to compute the residue directly. This is given by the
following theorem.

Theorem. If f is analytic in C except for a finite number of singularities then

Res(f,∞) = −Res

(
1

w2
f(1/w), 0

)
.

Proof. The proof is just a change of variables: w = 1/z.

Change of variable: w = 1/z

First note that z = 1/w and
dz = −(1/w2) dw.

Next, note that the map w = 1/z carries the positively oriented z-circle of radius R to the
negatively oriented w-circle of radius 1/R. (To see the orientiation, follow the circled points
1, 2, 3, 4 on C in the z-plane as they are mapped to points on C̃ in the w-plane.) Thus,

Res(f,∞) = − 1

2πi

∫
C
f(z) dz =

1

2πi

∫
C̃
f(1/w)

1

w2
dw

Finally, note that z = 1/w maps all the poles inside the circle C to points outside the circle
C̃. So the only possible pole of (1/w2)f(1/w) that is inside C̃ is at w = 0. Now, since C̃ is
oriented clockwise, the residue theorem says

1

2πi

∫
C̃
f(1/w)

1

w2
dw = −Res

(
1

w2
f(1/w), 0

)
Comparing this with the equation just above finishes the proof.

Example 8.23. Let

f(z) =
5z − 2

z(z − 1)
.
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Earlier we computed ∫
|z|=2

f(z) dz = 10πi

by computing residues at z = 0 and z = 1. Recompute this integral by computing a single
residue at infinity.

Solution:
1

w2
f(1/w) =

1

w2

5/w − 2

(1/w)(1/w − 1)
=

5− 2w

w(1− w)
.

We easily compute that

Res(f,∞) = −Res

(
1

w2
f(1/w), 0

)
= −5.

Since |z| = 2 contains all the singularities of f we have∫
|z|=2

f(z) dz = −2πiRes(f,∞) = 10πi.

This is the same answer we got before!
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1. Dr. C V Koppad  12 (ZOOM) https://youtu.be/7Efl5NPNjw8 
otedoeb,  

xjrqytq 

2. Dr. A. S. Jaganure  (YouTube) https://youtu.be/-dxg3qvlHy4  --- 

3. 

Dr. S. B. Solabannavar 

 

(YouTube) 

https://youtu.be/nIuV_5FXzCs 
--------- 

https://youtu.be/aOOpqt--DkM 
--------- 

https://youtu.be/dnl5x6BoC_4  --------- 

4. Dr R. G. Kharabe  

 

YOU TUBE 

 

 

https://youtu.be/BtDysrHxQ_A --- 

https://youtu.be/s5j7Ge0FuOk --- 

(https://youtu.be/BgpzSTsFTsI --- 

https://youtu.be/bRRBDapzv0c --- 

https://youtu.be/JMsL_nw113s --- 

https://youtu.be/BtDysrHxQ_A --- 

https://youtu.be/s5j7Ge0FuOk --- 

https://youtu.be/BgpzSTsFTsI --- 

5. Prof. Deepa Koppal  https://youtu.be/kMm81bqTwdA  

https://youtu.be/7Efl5NPNjw8
https://youtu.be/-dxg3qvlHy4
https://youtu.be/nIuV_5FXzCs
https://youtu.be/aOOpqt--DkM
https://youtu.be/dnl5x6BoC_4
https://youtu.be/BtDysrHxQ_A
https://youtu.be/s5j7Ge0FuOk
https://youtu.be/BgpzSTsFTsI
https://youtu.be/bRRBDapzv0c
https://youtu.be/JMsL_nw113s
https://youtu.be/BtDysrHxQ_A
https://youtu.be/s5j7Ge0FuOk
https://youtu.be/BgpzSTsFTsI
https://youtu.be/kMm81bqTwdA


6. Dr.B.M.Hiremath 02         

(SKYPE) 

https://youtu.be/prEmSVP6Mjg 

https://join.skype.com/UceKdh5Gx6v9  

https://youtu.be/2i_M6vO11Xk 

otedoeb,  

xjrqytq 

7. Prof. Sangeeta 

Sansuddi 

10     (SKYPE) https://join.skype.com/WTOo9yd6nxV

h  

otedoeb, 

xjrqytq, 

2t7qw6n, 

v6iqohj 

8. Prof. Abhijeet Tavakari 06 (SKYPE) https://join.skype.com/XgFYh15navO

D  

o2fwzhq, 

otedoeb, 

xjrqytq 

9. Prof. Priyanka Kamate 15 (ZOOM) Meeting id: 9998156827 Password: 

0NvRMk 

o2fwzhq, 

otedoeb, 

2t7qw6n, 

v6iqohj 

10. Prof. S.A.Deshpande 13 (ZOOM) https://www.youtube.com/watch?v=gn

wXcL0IDaU, 

https://www.youtube.com/watch?v=Gx

r6IAzFJJk 

https://www.youtube.com/watch?v=S3

BEJai4MjQ 

https://www.youtube.com/watch?v=AG

_wK_Lb8RI 

meeting id : 7466647541 

o2fwzhq, 

otedoeb, 

2t7qw6n, 

v6iqohj 

11. Prof. Shruti Mirje 08 (ZOOM)  https://youtu.be/sejOF5LOwwY, 

Meeting id: 7662581947 

o2fwzhq, 

otedoeb, 

2t7qw6n, 

v6iqohj 

https://youtu.be/prEmSVP6Mjg
https://join.skype.com/UceKdh5Gx6v9
https://youtu.be/2i_M6vO11Xk
https://join.skype.com/WTOo9yd6nxVh
https://join.skype.com/WTOo9yd6nxVh
https://join.skype.com/XgFYh15navOD
https://join.skype.com/XgFYh15navOD
https://www.youtube.com/watch?v=gnwXcL0IDaU
https://www.youtube.com/watch?v=gnwXcL0IDaU
https://www.youtube.com/watch?v=Gxr6IAzFJJk
https://www.youtube.com/watch?v=Gxr6IAzFJJk
https://www.youtube.com/watch?v=S3BEJai4MjQ
https://www.youtube.com/watch?v=S3BEJai4MjQ
https://www.youtube.com/watch?v=AG_wK_Lb8RI
https://www.youtube.com/watch?v=AG_wK_Lb8RI
https://youtu.be/sejOF5LOwwY


12. Prof. Snehal Hirekude 05 (ZOOM) https://youtu.be/28qKDRowR_Y  o2fwzhq, 

13. Prof. Pallavi Ankali 15    (ZOOM) Meeting id: 8063927855 2t7qw6n, 

v6iqohj 

14. Dr. B.S. Kamble YouTube https://youtu.be/cJ2pVBOH0Oc --------- 

15. Dr. B.S. Kamble YouTube. https://youtu.be/dRdBqk_kO6M --------- 

16. Shri .M.S.VANAKI  YouTube https://youtu.be/KzmLaRk51CE --------- 

17. Shri .M.S.VANAKI YouTube  https://youtu.be/QAgVAvaIcGw --------- 

18. Shri .M.S.VANAKI YouTube  https://youtu.be/QAgVAvaIcGw --------- 

19. Dr S.M.Raymane  Zoom -01 https://us04web.zoom.us/j/ 

713113189?pwd=bwznqkhHdERT 

TWmYtB6ZHFoanLWUT09 

7131131089 

Password 

:4KAEc9G 

20. Dr S.M.Raymane Zoom -01 https://us04web.zoom.us/j/ 

 

7131131089 

Password:4KA

Ec9G 

21. 

Prof.V.B.Dharwad 07 

(Zoom App) 

https://us04web.zoom.us/j/7892118217

9?pwd=N2pKMUNvUWZzZWtTd29T

V3lQN0NIZz09 

Meeting ID:  

789 2118 2179 

 

22. 

Dr.(Smt).G.A.Chougala 05 

(Zoom App) 

https://us04web.zoom.us/j/5719859409

?pwd=dHVrU0VvNmc2K0hMbkEzbW

RHejBnZz09 

        Meeting 

ID: 

571 985 9409 

 

23. 

Shri.B.M.Janagouda 06 

(Zoom App) 

https://us04web.zoom.us/j/3294681519

?pwd=a2txNkdJd1dVVmh6MFg3aFVp

YkdwUT09 

Meeting ID: 

329 468 1519 

24. 

Shri.Kumara Talawar 04 

(Zoom App) 

https://us04web.zoom.us/j/8444472980

?pwd=NkVBRmliZURyTUY2MCtyN

EU2YWFVZz09 

Meeting ID: 

844 447 2980 

25. Prof. Vinayak Sutar 08 (Zoom) ------------ 3914705447 

https://youtu.be/28qKDRowR_Y
https://youtu.be/cJ2pVBOH0Oc
https://youtu.be/dRdBqk_kO6M
https://youtu.be/KzmLaRk51CE
https://youtu.be/QAgVAvaIcGw
https://youtu.be/QAgVAvaIcGw
https://us04web.zoom.us/j/
https://us04web.zoom.us/j/
https://us04web.zoom.us/j/78921182179?pwd=N2pKMUNvUWZzZWtTd29TV3lQN0NIZz09
https://us04web.zoom.us/j/78921182179?pwd=N2pKMUNvUWZzZWtTd29TV3lQN0NIZz09
https://us04web.zoom.us/j/78921182179?pwd=N2pKMUNvUWZzZWtTd29TV3lQN0NIZz09
https://us04web.zoom.us/j/5719859409?pwd=dHVrU0VvNmc2K0hMbkEzbWRHejBnZz09
https://us04web.zoom.us/j/5719859409?pwd=dHVrU0VvNmc2K0hMbkEzbWRHejBnZz09
https://us04web.zoom.us/j/5719859409?pwd=dHVrU0VvNmc2K0hMbkEzbWRHejBnZz09
https://us04web.zoom.us/j/78921182179?pwd=N2pKMUNvUWZzZWtTd29TV3lQN0NIZz09
https://us04web.zoom.us/j/78921182179?pwd=N2pKMUNvUWZzZWtTd29TV3lQN0NIZz09
https://us04web.zoom.us/j/78921182179?pwd=N2pKMUNvUWZzZWtTd29TV3lQN0NIZz09
https://us04web.zoom.us/j/78921182179?pwd=N2pKMUNvUWZzZWtTd29TV3lQN0NIZz09
https://us04web.zoom.us/j/78921182179?pwd=N2pKMUNvUWZzZWtTd29TV3lQN0NIZz09
https://us04web.zoom.us/j/78921182179?pwd=N2pKMUNvUWZzZWtTd29TV3lQN0NIZz09


26. 

Prof. S.S.Kothiwale  01 

(Zoom App) 

https://us04web.zoom.us/j/6471051353

?Pwd=TG1DaU1mUk5SRONkWkJHO

HJ5Zy9zdz09 

Meeting ID:  

6471051353 

 

27. 

Prof . S.S.Ghorpade 01 

(Zoom App) 

https://us04web.zoom.us/j/6471051353

?Pwd=TG1DaU1mUk5SRONkWkJHO

HJ5Zy9zdz09 

        Meeting 

ID: 

6471051353 

 

28. 

Prof . M.S.Holimath 01 

(Zoom App) 

https://us04web.zoom.us/j/6471051353

?Pwd=TG1DaU1mUk5SRONkWkJHO

HJ5Zy9zdz09 

Meeting ID: 

6471051353 

 

29. 

Prof. S.S.Kothiwale  01 

(Zoom App) 

https://us04web.zoom.us/j/6471051353

?Pwd=TG1DaU1mUk5SRONkWkJHO

HJ5Zy9zdz09 

Meeting ID:  
6471051353 

 

30. 

Prof . S.S.Ghorpade 01 

(Zoom App) 

https://us04web.zoom.us/j/6471051353

?Pwd=TG1DaU1mUk5SRONkWkJHO

HJ5Zy9zdz09 

        Meeting 

ID: 

6471051353 

 

31. Smt. S. B. Patil - Google class Mngzttb 

Google class Kokggm4 

33. Dr. Smt S. V. Shirgave Zoom https://us04web.zoom.us/j/7331880606

7?pwd=UGNGcmpYOVRpYVZhemltc

EkzSk5XQT09 

Google class 

 

 

Yl7cqad 

34 Miss Priya Patil  zoom https://us04web.zoom.us/j/2415997107

?pwd=MGtMQ1ZrUTEyUEI3VkVmS

Eh1Y0FYZz09 

 

34. Smt. S. S. Sunnal  Googleclass J36ccbf 

 Smt. S. B. Patil - Google class Mngzttb 

Google class Kokggm4 

https://us04web.zoom.us/j/
https://us04web.zoom.us/j/
https://us04web.zoom.us/j/
https://us04web.zoom.us/j/
https://us04web.zoom.us/j/
https://us04web.zoom.us/j/73318806067?pwd=UGNGcmpYOVRpYVZhemltcEkzSk5XQT09
https://us04web.zoom.us/j/73318806067?pwd=UGNGcmpYOVRpYVZhemltcEkzSk5XQT09
https://us04web.zoom.us/j/73318806067?pwd=UGNGcmpYOVRpYVZhemltcEkzSk5XQT09
https://us04web.zoom.us/j/2415997107?pwd=MGtMQ1ZrUTEyUEI3VkVmSEh1Y0FYZz09
https://us04web.zoom.us/j/2415997107?pwd=MGtMQ1ZrUTEyUEI3VkVmSEh1Y0FYZz09
https://us04web.zoom.us/j/2415997107?pwd=MGtMQ1ZrUTEyUEI3VkVmSEh1Y0FYZz09


 

Department Of Mathematics 

UG 

Name of the 

Teacher 

No. of online classes 

engaged 

(zoom/Google 

meet/Webex/Teamlink, 

etc.  

Subject videos recorded by faculty and uploaded in 

you tube / Google drive(provide the link) 

(Videos Recorded by faculty only)  

Google class room 

code 

37. Dr. M. M. 
Shankrikopp 

B.Sc. II sem. 

36 

Zoom and  
small 

videos   

 Unit IV : Cone 

https://www.youtube.com/watch?v=H5faRd57rtY 

https://www.youtube.com/watch?v=EH7inJeGGOo 

https://www.youtube.com/watch?v=-Fh4k4_snlY 

https://www.youtube.com/watch?v=t6bTa34FXnU 

https://www.youtube.com/watch?v=N2Fe4U9mpNc 

https://www.youtube.com/watch?v=updEvI2gs48 

https://www.youtube.com/watch?v=-tu1lqT_tUw 

https://www.youtube.com/watch?v=fm6qlvYaAZE 

https://www.youtube.com/watch?v=wMpKZGHt5kw 

https://www.youtube.com/watch?v=N54s7SFuF7Y 

https://www.youtube.com/watch?v=64ofjLHCYCo 

https://www.youtube.com/watch?v=v_XrfgRha_U 

https://www.youtube.com/watch?v=64ofjLHCYCo 

https://www.youtube.com/watch?v=smnRqdI7mHY 

Unit V: Cylinder 

https://www.youtube.com/watch?v=UXfGkde0lFA 

https://www.youtube.com/watch?v=U32XLFw1Yag 

https://www.youtube.com/watch?v=MGTSqPmBT_I 

https://www.youtube.com/watch?v=zjhI8mCGAqc 

https://www.youtube.com/watch?v=qPo3CquXTWs 

https://www.youtube.com/watch?v=huqLRrWU2Gg 

https://www.youtube.com/watch?v=5A5SwCkNEtc 

https://www.youtube.com/watch?v=krlIhHgR0Wo 

https://www.youtube.com/watch?v=EVFGb0WEPqk 

https://www.youtube.com/watch?v=OPK9K2A7BvQ 

https://www.youtube.com/watch?v=HA_QWMexY3k 

https://www.youtube.com/watch?v=p00B1HdsKrg 

https://www.youtube.com/watch?v=cEyqGg1vpk8 

Zoom : 
Personal meeting 

ID 

664-125-6874 

 
 

 

36. Miss Priya Patil One on zoom https://us04web.zoom.us/j/2415997107

?pwd=MGtMQ1ZrUTEyUEI3VkVmS

Eh1Y0FYZz09 

 

 Smt. S. S. Sunnal  Googleclass J36ccbf 

https://www.youtube.com/watch?v=H5faRd57rtY
https://www.youtube.com/watch?v=EH7inJeGGOo
https://www.youtube.com/watch?v=-Fh4k4_snlY
https://www.youtube.com/watch?v=t6bTa34FXnU
https://www.youtube.com/watch?v=N2Fe4U9mpNc
https://www.youtube.com/watch?v=updEvI2gs48
https://www.youtube.com/watch?v=-tu1lqT_tUw
https://www.youtube.com/watch?v=fm6qlvYaAZE
https://www.youtube.com/watch?v=wMpKZGHt5kw
https://www.youtube.com/watch?v=N54s7SFuF7Y
https://www.youtube.com/watch?v=64ofjLHCYCo
https://www.youtube.com/watch?v=v_XrfgRha_U
https://www.youtube.com/watch?v=64ofjLHCYCo
https://www.youtube.com/watch?v=smnRqdI7mHY
https://www.youtube.com/watch?v=UXfGkde0lFA
https://www.youtube.com/watch?v=U32XLFw1Yag
https://www.youtube.com/watch?v=MGTSqPmBT_I
https://www.youtube.com/watch?v=zjhI8mCGAqc
https://www.youtube.com/watch?v=qPo3CquXTWs
https://www.youtube.com/watch?v=huqLRrWU2Gg
https://www.youtube.com/watch?v=5A5SwCkNEtc
https://www.youtube.com/watch?v=krlIhHgR0Wo
https://www.youtube.com/watch?v=EVFGb0WEPqk
https://www.youtube.com/watch?v=OPK9K2A7BvQ
https://www.youtube.com/watch?v=HA_QWMexY3k
https://www.youtube.com/watch?v=p00B1HdsKrg
https://www.youtube.com/watch?v=cEyqGg1vpk8
https://us04web.zoom.us/j/2415997107?pwd=MGtMQ1ZrUTEyUEI3VkVmSEh1Y0FYZz09
https://us04web.zoom.us/j/2415997107?pwd=MGtMQ1ZrUTEyUEI3VkVmSEh1Y0FYZz09
https://us04web.zoom.us/j/2415997107?pwd=MGtMQ1ZrUTEyUEI3VkVmSEh1Y0FYZz09


Unit III: Envelopes 

https://www.youtube.com/watch?v=WGB4LChS08I 

https://www.youtube.com/watch?v=3ywV9z_NwDI 

B.Sc. IV sem 
Google 

forms 

Online test conducted 

Paper I: 5.5.2020 

https://docs.google.com/forms/d/e/1FAIpQLSdd4JcY4

PsMch0sCv9pRWkaLy6wn3oChD59u0rFtFyzBaQSiA/

viewform?usp=sf_link 
 

           - 

B.Sc. VI 

sem. 
youtube 

Unit IV of paper II 

https://youtu.be/nwR1ayS3pl 

https://youtu.be/iV_9UfeWjPE 

https://youtu.be/iV_9UfeWjPE 

https://youtu.be/WZHiaHZ_M 

 
 

 

38. Miss G. L. 

Karguppi. 

                 

B.Sc. II 
sem 

         4 

Unit  III: Asymptotes 

https://www.youtube.com/watch?v=h065bwLh2N8 

https://www.youtube.com/watch?v=XbYGtg1YgfI 

https://www.youtube.com/watch?v=1vzU5HQCto4 

https://www.youtube.com/watch?v=eQr3GzvqTsw 

 

B.Sc. IV 

Sem. 
6 

Unit IV and V: Linear Differential Equations 

https://www.youtube.com/watch?v=6_7ce_SDrJA 

https://www.youtube.com/watch?v=r6ZQJaeVBP4 

https://www.youtube.com/watch?v=4rWZ6i3l2rA 

https://www.youtube.com/watch?v=gsHiCTJWk3E 

https://www.youtube.com/watch?v=g-nJ9CkiJCI 

https://www.youtube.com/watch?v=ghE2_6X5sDY 

B.Sc. VI 
Sem. 

6 

Unit IV and V of paper III: Laplace Transform 

https://www.youtube.com/watch?v=0z3yj4XN0Ck 

https://www.youtube.com/watch?v=jwKDPW0yEOk 

https://www.youtube.com/watch?v=bws-Uk2aUY0 

https://www.youtube.com/watch?v=VgRkEGwbWWU 

https://www.youtube.com/watch?v=4Hc_4kqprgo 

https://www.youtube.com/watch?v=kJm_EdZMxtw 

https://www.youtube.com/watch?v=WGB4LChS08I
https://www.youtube.com/watch?v=3ywV9z_NwDI
https://docs.google.com/forms/d/e/1FAIpQLSdd4JcY4PsMch0sCv9pRWkaLy6wn3oChD59u0rFtFyzBaQSiA/viewform?usp=sf_link
https://docs.google.com/forms/d/e/1FAIpQLSdd4JcY4PsMch0sCv9pRWkaLy6wn3oChD59u0rFtFyzBaQSiA/viewform?usp=sf_link
https://docs.google.com/forms/d/e/1FAIpQLSdd4JcY4PsMch0sCv9pRWkaLy6wn3oChD59u0rFtFyzBaQSiA/viewform?usp=sf_link
https://youtu.be/nwR1ayS3pl
https://youtu.be/iV_9UfeWjPE
https://youtu.be/iV_9UfeWjPE
https://youtu.be/WZHiaHZ_M
https://www.youtube.com/watch?v=h065bwLh2N8
https://www.youtube.com/watch?v=XbYGtg1YgfI
https://www.youtube.com/watch?v=1vzU5HQCto4
https://www.youtube.com/watch?v=eQr3GzvqTsw
https://www.youtube.com/watch?v=6_7ce_SDrJA
https://www.youtube.com/watch?v=r6ZQJaeVBP4
https://www.youtube.com/watch?v=4rWZ6i3l2rA
https://www.youtube.com/watch?v=gsHiCTJWk3E
https://www.youtube.com/watch?v=g-nJ9CkiJCI
https://www.youtube.com/watch?v=ghE2_6X5sDY
https://www.youtube.com/watch?v=0z3yj4XN0Ck
https://www.youtube.com/watch?v=jwKDPW0yEOk
https://www.youtube.com/watch?v=bws-Uk2aUY0
https://www.youtube.com/watch?v=VgRkEGwbWWU
https://www.youtube.com/watch?v=4Hc_4kqprgo
https://www.youtube.com/watch?v=kJm_EdZMxtw


39. 
Prof.Sammed 

Chougale 

B.Sc II 

Sem. 

       6 
Zoom app 

 

B. Sc. II Sem, Paper II: Number Theory 

https://www.youtube.com/watch?v=YAFadtcTruA 

https://www.youtube.com/watch?v=nclu1pZzo-A 

https://www.youtube.com/watch?v=Cvmi91IMiKM 

https://www.youtube.com/watch?v=r0EjAbaerQc 

https://www.youtube.com/watch?v=AIDI7tyBqW8 

https://www.youtube.com/watch?v=UqwjhVPieRI 

 

Personal meeting  

ID 745 424 06796 

40. Prof. J. N. 
Magadum 

 

B. Sc. IV 

sem. 

7 

videos 
Fourier series : channel link 

https://t.me/joinchat/AAAAAFRl1OnPMxWZyTz7hg 
 

41.Prof. Miss 
Vinaya Khot 

B. Sc. IV 
sem. 

2 
videos 

Cauchy ‘s  Integral test 
telegram channel 

 

42. Smt. K. 

N.Samaje 

M.Sc I and 

II 
zoom  

Personal meeting  

ID 745 424 06796 

 

Class     Paper        Date                          Google form Link          Time 

B.Sc II sem. 

I 11.5.2020 https://docs.google.com/forms/d/e/1FAIpQLSdBmWT

uXOXhBq8-dPY7BqmrDfA-vJ2tkKEh293GEg2S-

xX0QQ/viewform?usp=sf_link 

11.00 am to 12.00 

II 4.5.2020 https://docs.google.com/forms/d/e/1FAIpQLSf02REpT
JpMhjZ4M42XBwt8CR48_qmMlzacs7TynvtRQi23R

Q/viewform?usp=sf_link 

3.00 pm to 4.00 pm 

B. Sc. IV Sem. 

I 5.5.2020 

https://docs.google.com/forms/d/e/1FAIpQLSdd4JcY4
PsMch0sCv9pRWkaLy6wn3oChD59u0rFtFyzBaQSiA

/viewform?usp=sf_link 

 

11.00 am to 12.00  

        II 12.5.2020 

https://docs.google.com/forms/d/e/1FAIpQLSds3ii9b8

QGQ-

JNjo10IAwOP_vRYI31Ei7YkoeO9zb4UpvRlQ/viewfo

rm?usp=sf_link 

11.00 am to 12.00 

B.Sc.VI sem I 12.05.2020 

https://docs.google.com/forms/d/e/1FAIpQLScr-

nE3DSaqeSOQNl9LHee6F4Rdq8jNhnJYSe02pvjHafl

Y7g/viewform?usp=sf_link 

11.00 am to 12.00  

         II 04.05.2020 

https://docs.google.com/forms/d/e/1FAIpQLSc6D7tkU
Q_WV_IiJbn7faNBNnx2NKlr2Uv70RK2oT2PWtC1m

A/viewform?usp=sf_link 

 

11.00 am to 12.00  

        III 13.05.2020 

https://docs.google.com/forms/d/e/1FAIpQLSf1aw2tuP

ySB5ojlYqG4Zp1gUJrwjvRkFKMv-H-

5b42D3voOw/viewform?usp=sf_link 

 

11.00 am to 12.00  

Feedback on 

online teaching 
 20.05.2020 

https://docs.google.com/forms/d/e/1FAIpQLSf1aw2tuP

ySB5ojlYqG4Zp1gUJrwjvRkFKMv-H-

5b42D3voOw/viewform?usp=sf_link 
 

                

               - 

PG 

https://www.youtube.com/watch?v=YAFadtcTruA
https://www.youtube.com/watch?v=nclu1pZzo-A
https://www.youtube.com/watch?v=Cvmi91IMiKM
https://www.youtube.com/watch?v=r0EjAbaerQc
https://www.youtube.com/watch?v=AIDI7tyBqW8
https://www.youtube.com/watch?v=UqwjhVPieRI
https://t.me/joinchat/AAAAAFRl1OnPMxWZyTz7hg
https://docs.google.com/forms/d/e/1FAIpQLSdBmWTuXOXhBq8-dPY7BqmrDfA-vJ2tkKEh293GEg2S-xX0QQ/viewform?usp=sf_link
https://docs.google.com/forms/d/e/1FAIpQLSdBmWTuXOXhBq8-dPY7BqmrDfA-vJ2tkKEh293GEg2S-xX0QQ/viewform?usp=sf_link
https://docs.google.com/forms/d/e/1FAIpQLSdBmWTuXOXhBq8-dPY7BqmrDfA-vJ2tkKEh293GEg2S-xX0QQ/viewform?usp=sf_link
https://docs.google.com/forms/d/e/1FAIpQLSf02REpTJpMhjZ4M42XBwt8CR48_qmMlzacs7TynvtRQi23RQ/viewform?usp=sf_link
https://docs.google.com/forms/d/e/1FAIpQLSf02REpTJpMhjZ4M42XBwt8CR48_qmMlzacs7TynvtRQi23RQ/viewform?usp=sf_link
https://docs.google.com/forms/d/e/1FAIpQLSf02REpTJpMhjZ4M42XBwt8CR48_qmMlzacs7TynvtRQi23RQ/viewform?usp=sf_link
https://docs.google.com/forms/d/e/1FAIpQLSdd4JcY4PsMch0sCv9pRWkaLy6wn3oChD59u0rFtFyzBaQSiA/viewform?usp=sf_link
https://docs.google.com/forms/d/e/1FAIpQLSdd4JcY4PsMch0sCv9pRWkaLy6wn3oChD59u0rFtFyzBaQSiA/viewform?usp=sf_link
https://docs.google.com/forms/d/e/1FAIpQLSdd4JcY4PsMch0sCv9pRWkaLy6wn3oChD59u0rFtFyzBaQSiA/viewform?usp=sf_link
https://docs.google.com/forms/d/e/1FAIpQLSds3ii9b8QGQ-JNjo10IAwOP_vRYI31Ei7YkoeO9zb4UpvRlQ/viewform?usp=sf_link
https://docs.google.com/forms/d/e/1FAIpQLSds3ii9b8QGQ-JNjo10IAwOP_vRYI31Ei7YkoeO9zb4UpvRlQ/viewform?usp=sf_link
https://docs.google.com/forms/d/e/1FAIpQLSds3ii9b8QGQ-JNjo10IAwOP_vRYI31Ei7YkoeO9zb4UpvRlQ/viewform?usp=sf_link
https://docs.google.com/forms/d/e/1FAIpQLSds3ii9b8QGQ-JNjo10IAwOP_vRYI31Ei7YkoeO9zb4UpvRlQ/viewform?usp=sf_link
https://docs.google.com/forms/d/e/1FAIpQLScr-nE3DSaqeSOQNl9LHee6F4Rdq8jNhnJYSe02pvjHaflY7g/viewform?usp=sf_link
https://docs.google.com/forms/d/e/1FAIpQLScr-nE3DSaqeSOQNl9LHee6F4Rdq8jNhnJYSe02pvjHaflY7g/viewform?usp=sf_link
https://docs.google.com/forms/d/e/1FAIpQLScr-nE3DSaqeSOQNl9LHee6F4Rdq8jNhnJYSe02pvjHaflY7g/viewform?usp=sf_link
https://docs.google.com/forms/d/e/1FAIpQLSc6D7tkUQ_WV_IiJbn7faNBNnx2NKlr2Uv70RK2oT2PWtC1mA/viewform?usp=sf_link
https://docs.google.com/forms/d/e/1FAIpQLSc6D7tkUQ_WV_IiJbn7faNBNnx2NKlr2Uv70RK2oT2PWtC1mA/viewform?usp=sf_link
https://docs.google.com/forms/d/e/1FAIpQLSc6D7tkUQ_WV_IiJbn7faNBNnx2NKlr2Uv70RK2oT2PWtC1mA/viewform?usp=sf_link
https://docs.google.com/forms/d/e/1FAIpQLSf1aw2tuPySB5ojlYqG4Zp1gUJrwjvRkFKMv-H-5b42D3voOw/viewform?usp=sf_link
https://docs.google.com/forms/d/e/1FAIpQLSf1aw2tuPySB5ojlYqG4Zp1gUJrwjvRkFKMv-H-5b42D3voOw/viewform?usp=sf_link
https://docs.google.com/forms/d/e/1FAIpQLSf1aw2tuPySB5ojlYqG4Zp1gUJrwjvRkFKMv-H-5b42D3voOw/viewform?usp=sf_link
https://docs.google.com/forms/d/e/1FAIpQLSf1aw2tuPySB5ojlYqG4Zp1gUJrwjvRkFKMv-H-5b42D3voOw/viewform?usp=sf_link
https://docs.google.com/forms/d/e/1FAIpQLSf1aw2tuPySB5ojlYqG4Zp1gUJrwjvRkFKMv-H-5b42D3voOw/viewform?usp=sf_link
https://docs.google.com/forms/d/e/1FAIpQLSf1aw2tuPySB5ojlYqG4Zp1gUJrwjvRkFKMv-H-5b42D3voOw/viewform?usp=sf_link


Name of the 

Teacher 

No. of online classes 

engaged 

(zoom/Google 

meet/Webex/Teamlink 

etc.  

Subject videos recorded by faculty and uploaded in 

you tube / Google drive(provide the link) 

(Videos Recorded by faculty only) 

Google class room 

code 

Prof. Sammed 

Chougale 

M.Sc. II 

Sem. 

17 

Zoom 
Classes engaged on zoom meeting 

not uploaded in you tube 

Zoom PMI: 845 424 0679 

pad3hno 

M.Sc IV 

sem. 

15 

Zoom 
7rvacme 

Prof. Jinendra 

Magadum 

M.Sc. II 

Sem. 

26 

videos 

Partial Differential equation: channel link 

https://t.me/joinchat/AAAAAFBMCpA9z8My2cFLKw 
pad3hno 

M.Sc IV 

sem. 

9  

videos 

Advanced Numerical Analysis: channel link 

https://t.me/joinchat/AAAAAE8BNY0LEWSZP8Fycw 
7rvacme 

Miss Vinaya 

Khot 

M.Sc. II 

Sem. 

 

5 

Videos 

https://youtu.be/M3uVGP7vnqw 

Remaining three not uploaded in you tube because of  

NET problem 
Sent to students through telegram channel 

pad3hno 

M.Sc IV 

sem. 

6 

Videos 

Sent to students through telegram channel 
7rvacme 

Prof. Karuna 
Samaje 

M.Sc. II 
Sem. 

Zoom 
25 

Classes engaged on zoom meeting 

not uploaded in you tube 

Zoom PMI:840-407-0490 

pad3hno 

 
M.Sc IV 

sem. 

Zoom 

10 
7rvacme 

Prof.(Miss) 

Nikita Jadhav 

M.Sc. II 
Sem. 

4 
Videos 

 

Telegram channel 
https://t.me/joinchat/AAAAAEbXI5a7JAhTH6gPMw 

remaining 3 are not uploaded in you tube but sent to 

students through whatsapp. 

 

36jhs6q 
 

M.Sc IV 
sem. 

8 

Videos 

 

Videos sent through telegram channel not uploaded in 

you tube 
c4v3cjn 

 

  Internal Test 
M.Sc. II and M.Sc. IV 

sem. 

Internal Test was conducted from 12.05.2020 to 17.05.2020 
In Google class room. 

 

 

 

 

Study Material Links: 

1) Shri V.B.Dharwad 

1. https://drive.google.com/file/d/1ddX2XsgDSfYkBYzz_aWh86qBQGhPbs8d/view?usp=

sharing 

2. https://drive.google.com/file/d/17pR-

JMnX6II36cz5cX5FtMEMWcm4uQuw/view?usp=sharing 

https://t.me/joinchat/AAAAAFBMCpA9z8My2cFLKw
https://t.me/joinchat/AAAAAE8BNY0LEWSZP8Fycw
https://youtu.be/M3uVGP7vnqw
https://t.me/joinchat/AAAAAEbXI5a7JAhTH6gPMw
https://drive.google.com/file/d/1ddX2XsgDSfYkBYzz_aWh86qBQGhPbs8d/view?usp=sharing
https://drive.google.com/file/d/1ddX2XsgDSfYkBYzz_aWh86qBQGhPbs8d/view?usp=sharing
https://drive.google.com/file/d/17pR-JMnX6II36cz5cX5FtMEMWcm4uQuw/view?usp=sharing
https://drive.google.com/file/d/17pR-JMnX6II36cz5cX5FtMEMWcm4uQuw/view?usp=sharing


3. https://drive.google.com/file/d/1QYEQ2juYDkCdKNfXI9nIahoARCaqr7kK/view?usp

=sharing 

4. https://drive.google.com/file/d/1CEdPsPWogJmS-

lvx4ZvxWiT2ZL7JAwWS/view?usp=sharing 

5. https://drive.google.com/file/d/1iOuZhBYKxCLSZ-

FApfyAkzH7La7zTzuU/view?usp=sharing 

6. https://drive.google.com/file/d/1_uK_c3jBWVu18vmuNBXa7rwT6sv4kiBk/view?usp=s

haring 

7. https://drive.google.com/file/d/1DbSISI_orfhp4oNPlqTwvR17xsVTyqhr/view?usp=sha

ring 

2) Dr.(Smt) G.A.Chougala 

1. https://drive.google.com/file/d/1LXZN_RyFw_Kju15LNcD_F7zCq04LF-

n6/view?usp=drivesdk 

2. https://drive.google.com/file/d/1LYXOlgUHF9m_GcEPxQsg_4hM4mWEmaUE/view?

usp=drivesdk 

3. https://drive.google.com/file/d/1L_AdlILRb-

R2nHTJnwJTQmfauvX6UdJK/view?usp=drivesdk 

4. https://drive.google.com/file/d/1LgQ-
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